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A Survey of Corpora in Computational and Cognitive 
Narrative Science

The use of corpora, and especially annotated corpora, is key to advancing the scientific 
understanding of narrative. I seek here to answer several interrelated questions: what cor-
pora have been used in computational and cognitive research on narrative to date? What 
are the general characteristics of these corpora, and are they adequate for the overall task 
of a scientific understanding of narrative? What types of narratives have been studied, 
what kinds of annotations have been applied to those narratives, and what gaps need to 
be filled? To answer these questions, I conducted a wide-ranging literature review, col-
lecting a bibliography of over 2600 conference papers, journal articles, theses, reports, 
and books on the topic of the computational, cognitive, and (more generally) scientific1 
study of narrative. I surveyed this bibliography for the use of corpora, and identified 167 
unique text collections (155 with some sort of annotation) that could be considered a 
“corpus”. These corpora were used in more than 180 publications across twelve fields. 
This set contained seventeen different broad types of narratives, five different modali-
ties, and approximately 42 different types of annotation. Of the types of annotations 
present, the most common complex is an annotation of Events, Named Entities, and 
Roles (~33 % of corpora) which indicates that a representation of the “who does what to 
whom” (i.e., the fabula) of narratives has been a key concern of researchers. Worryingly, 
I was able to identify only four corpora which provide enough information to capture 
a basic representation of fabula that were not annotated directly by their authors. This 
means that there is much work to be done in improving data collection standards in the 
field. Another observation was that the sense and meaning of words, narrative units, and 
other levels of the narratives is woefully under-represented. Finally, another important 
finding is that over half of the corpora identified have fewer than 20 texts, and many of 
these “narrative” corpora contain texts that are only barely “narrative” in nature. These 
observations lead to some clear recommendations for the directions of future research 
and resource-collection efforts.

The paper is organized as follows. First I discuss the need for and utility of corpora 
in the scientific study of narrative (§1). I then outline the method I used for surveying 
the literature (§2), which resulted in a comprehensive list of 64 workshops, symposia, 
conferences, and other meetings that have been held on narrative science in the past 30 
years (Table 7 in the Appendix). I then proceed to a detailed analysis of the results of the 
survey, identifying the different types of narratives, modalities, annotations, annotation 
methods, and so forth that I found (§3). Because the type and extent of annotation is 

1	 For my meaning of the terms annotation, narrative, and science, see midway through §1.
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critical to a corpus’s utility, I discuss these in detail (§4). These observations lead me to 
identify several important gaps in the available corpora, and I will discuss what needs 
to be done to address these gaps (§5). I conclude with a concise list of the contributions 
of this work, and potential future directions (§6).

1	 The Need for Corpora
Data is a key component of science. Without data we cannot connect our theories to 
the real world; we cannot support or reject our hypotheses; and we are significantly 
hobbled in our ability imagine new research directions. In narrative science, corpora 
are one of the most significant sources of data. A corpus can turn a study of narrative 
from example-driven, intuitive, anecdotal art to data-driven science. Corpora allow more 
objectivity in the study of narrative, by making exact the specific language examples that 
are being analyzed. Corpora allow repeatability and the comparison of results, by allow-
ing researchers to re-run experiments with exactly the same inputs, and test competing 
hypotheses against the same data. The use of corpora is also a practical matter: collect-
ing narrative artifacts allow focusing of resources, such as time, money, and expertise, 
which are scarce and rarely adequate for the needs at hand.

In the science of narrative, annotated corpora are especially important. First, though, 
some definitions. My use of the word annotation is the same as in corpus linguistics, 
in that it covers “any descriptive or analytic notations applied to raw language data” 
(Bird and Liberman 2001). Because here we are concerned with narratives, I can refor-
mulate this as any descriptive or analytic notations applied to raw narrative data. Here 
I explicitly allow the possibility that the raw narratives “texts” are communicated to us 
in a non-linguistic or partially-linguistic format, say, movies, video, images, cartoons, 
paintings, game logs, etc. With these different modalities in mind, it is important to 
note that here I am using narrative in a relatively broad sense of the term, namely, any 
sequence of events that are locally coherent and connected, with clear chains of cause 
and effect concerning a set of agents and their goals and motivations. These narratives 
might be most properly called action discourses (see Finlayson & Corman, 2014, this 
volume), and may or may not have an extra “narratable quality” that makes it a story 
worth telling. Finally, my use of the word science and its variants is here in the strong 
sense Anglo-Saxon use of the term, namely, a field of study that follows, after some 
fashion, the Baconian scientific method to advance and test hypotheses.

Annotation is needed because, although we have access to the narrative “texts” 
themselves, narrative theories or experiments usually deal with levels of analysis hid-
den from view, and not easily calculated from the surface form of the texts. These hid-
den levels are the basic data against which our hypotheses will be tested, but our tools 
are generally inadequate to collecting that data. Narratives are complex cognitive and 
linguistic objects. They describe complex chains of events, with relationships between 
characters and objects that reflect the full complexity of human life. Narratives are often 
communicated via sophisticated forms of discourse, relying on deep knowledge of the 
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world, society, and culture. Many of the phenomena that are interesting from the point of 
view of narrative science happen at a level beyond our ability to automatically analyze 
by machine. By way of example, suppose one wants to conduct a narrative experiment 
comparing the discourse structure of different textual narratives. One must clearly start 
with some representation of the discourse structure, but although automatic analyzers 
exist that will provide a discourse structure (e.g., Lin et al 2014), they are brittle, error-
prone, and don’t work in most languages other than English. Thus, if researchers seek 
clean, error-free data, they are required to perform annotation, usually via some mix of 
automatic methods and trained human annotators, to provide the initial data required. 
For other more complicated levels of analysis, we often do not even have any ability at 
all to do an automatic analysis of the data, requiring annotation to be performed com-
pletely manually.

Nevertheless, for all of their advantages, corpora present several dangers. The first is 
that the corpora used for particular tasks might be non-representative for the phenomena 
or domain at hand, leading to inaccurate conclusions. This danger can be mitigated when 
corpus developers are clear about when, where, how, and why they collected the texts 
they included in the resource. A second, more serious problem is that because corpora, 
especially well-annotated corpora, are difficult and expensive to create, researchers will 
often use an available corpus for their work, even if that corpus is less than ideal, or 
even inadequate, for their scientific needs. Because the researchers have an expensive 
hammer, provided by someone else, everything starts to look like a nail.

The third, and potentially most troublesome, danger of using corpora is that it can 
drive a field into a “local maxima” solution. This happens because, despite whatever the 
known flaws of a particular corpus, it is easier to use that corpus than build another one. 
Researchers then measure the accuracy of their results (or algorithms, models, or other 
scientific explanations or hypotheses) against that data, usually with metrics that allow 
their results to be compared to other work on the same corpora. This leads to optimiza-
tion of research results to that specific corpus—overfitting in the parlance of machine 
learning. Researchers become more focused on increasing their performance on certain 
well-known metrics, than actually getting their results to generalize across a larger body 
of data. (See, e.g., Oepen, 2007).

With these advantages and dangers clearly in mind, I ask several key questions about 
the use of corpora in narrative science. First, what corpora have been used in the field 
so far? This is an important question for both the beginning and established researcher. 
By identifying corpora already extant, we can save ourselves a lot of work. Second, how 
have these corpora helped or hindered the progress of narrative science? Answering this 
question will give us clear idea of what advantages we have gained from the corpora 
in use, and what barriers those corpora have held up to progress. This will also give us 
insight into the major concerns of the field, regardless of whether or not those concerns 
are made explicit. Third, with a clear set of past resources and uses identified, we can 
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proceed to ask the question: what directions should corpus creation for narrative science 
take in the coming years?

2	 Survey Method
To answer these questions I conducted an extensive survey of the literature that deals 
with cognitive and computational issues of narrative. The survey consisted of three 
stages. First, I sought to identify a set of works that were a representative sample of the 
literature on the topic of the science of narrative (§2.1). Second, I reviewed the set for 
the use of corpora (§2.2). Third, for each of those corpora, I noted down a number of 
important characteristics, tabulating them for comparison (§2.3). This tabulated data 
forms the raw material from which the analyses in Sections 3 & 4 were derived.

2.1	 Finding Articles on Narrative Science

The goal of the survey’s first stage was to identify a large and hopefully representative 
set of works on the topic from which corpora could be extracted.

I identified 2,601 total works including workshop and conference papers, journal 
articles, books, reports, and theses. Despite the size of the set, it is almost certainly in-
complete, and as of this writing I continue to add to the list. To assemble the set, I began 
with two well-known resources: Erik Mueller’s webpage listing Story Understanding 
Resources (Mueller 2014), which lists a number of narrative-science-related papers 
and meetings (16 of the latter), and the IRIS Bibliography on Interactive Storytelling 
(Cavazza, Champagnat et al. 2009, IRIS 2014), which contains 1,881 publications as 
of this writing. I collected the articles listed in these resources and filtered out works 
not related to narrative. This left approximately 1,000 works. I next read citation lists of 
those works to identify articles and meetings missing from the set. I did this for approxi-
mately 800 works, which allowed me to identify approximately 48 additional meetings 
and 1,600 additional works. I stopped collecting when reading the citation lists rarely 
produced a new work not already in the set.

There were two criteria for inclusion of a work in the set. First, a work was included if 
its main topic contained either the word “narrative” or “story”, and the general approach 
of the research reported had a scientific approach, especially if it was either cognitive or 
computational. This criterion was important for curtailing the search to a manageable 
size, and excluding the extremely large number of articles that discuss narrative from 
a non-scientific point of view. Second, a work was included if it was cited by a signifi-
cant number of articles already in the set (ten or more). This had the effect of including 
seminal works from other fields that themselves were not cognitive or computational in 
nature. Good examples here would be Propp’s seminal work on the structure of Russian 
fairy tales (Propp 1968), introductions to narratological theory (Bal 2009), or influential 
tracts on narrative-related phenomena (Bordwell 1985).
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2.2	 Finding Articles Describing Corpora

With the large set of works in hand, I then skimmed the contents of those works to 
identify those that used a narrative corpus. This consisted of reading at least the title 
and abstract of every work, and often closely skimming the remainder of the work’s 
text. If it was still unclear, I performed a closer read to determine whether a corpus had 
been used. For the purposes of this survey, if a work met any of the following criteria, 
I marked it as having used a narrative corpus:

1.	 The work explicitly described the creation of a resource called a “corpus”, which 
consisted of a set of stories, with annotations of some sort, which was released for 
general use. This covers what we classically would conceive of as an “annotated 
corpus”.

2.	 The work described research on a set of stories that were specifically gathered 
together, with or without annotations, to do an experiment, and those stories were 
identified clearly enough, or captured in such a way, that they that could conceiv-
ably be packaged up and distributed independently.

3.	 The work described research in which a set of stories was generated during an 
experiment (such as playing a narrative game, or a run of an interactive story 
system), and these stories were captured for later analysis.

4.	 The work described the analysis of a one or more artificially constructed stories 
used to illustrate a particular technique, method, or theoretical construct, and these 
stories were identified or actually presented in the paper.

Excluded from this analysis were the following:

1.	 Works that used corpora that clearly did not contain stories, or used corpora which 
probably contained stories but the stories were not clearly marked.

2.	 Works that used a set of documents or other artifacts (such as commonsense rules, 
museum artwork, or places on a map) that might be used to generate or build 
stories, but were not themselves stories.

3.	 Works that described an experiment that generated a set of stories for analysis, 
but those stories were not captured, and so could not conceivably be released for 
general consumption.

To make these criteria clearer, consider two examples of near misses, namely, works that 
at first glance look like they might have a corpus relevant to this study, but actually did 
not. First consider the work by Michel and collaborators titled “Quantitative Analysis of 
Culture Using Millions of Digitized Books”, published in Science (Michel, Shen et al. 
2011). In this work, the authors performed an informatics analysis of approximately 4 % 
of all books printed between the years 1800 and 2000, comprising approximately five 
million volumes. This work would seem to fit the criteria: it definitely used a corpus, and 
that corpus almost certainly contained stories. However, the work was excluded for at least 
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two reasons. First, although the work might be seen as relevant to narrative in the large, 
the work was not specifically focused on narrative, but rather on “culturomics”. Second, 
although the corpus almost certainly contained narratives (in the form of novels, shorts 
stories, plays, scripts, and so on) there was no attempt to separate narrative from non-
narrative text. Thus the corpus is not a corpus of narratives, and significant work would 
need to be done to figure out which texts were actually narratives and which were not.

A second example of a near miss is one much closer to the concerns of narrative sci-
ence, namely, work on the generation of dilemma-based narratives (Barber and Kudenko 
2007). In this work, the authors describe a system that automatically generates interac-
tive stories. They describe the system architecture and rules that define the domain of 
the system. They also describe an evaluation in which eight players were asked to use 
the system and report their experiences. Here there is no doubt that the work is relevant 
to narrative science. Again, however, it fails the test for use of a narrative corpus for at 
least two reasons. First, the artifacts laid out in the paper are not narratives themselves, 
but rather domain rules that constrain the generation of narratives. Second, although the 
authors surely generate a set of narratives in the course of their experiments, those narra-
tives were not captured in any way, and so could not be released to other scientists to use.

2.3	 Coding Features of the Corpora

In the survey’s second stage I identified over 180 works that used corpora in the research. 
In the third stage, I carefully read each paper mentioning the use of a corpus, and noted 
down thirteen features of those corpora. These features were chosen based on the infor-
mation that I have found useful in dealing with corpora in the past. Sometimes corpora 
were mentioned in several different works; these corpora were only counted once. The 
features captured were:

1.	 Name of the corpus, if any
2.	 Year the corpus was first described
3.	 The canonical reference for the corpus, plus any additional references that men-

tion use of the corpus
4.	 The original stated purpose of the corpus
5.	 The field, roughly, to which the work’s reporting the corpus belong
6.	 URL of the corpus if it is available online
7.	 Modalities of the narratives in the corpus
8.	 Whether or not the description in the work is sufficient for exact identification of 

the texts contained in the corpus
9.	 Whether or not the description in the work is sufficient for replication of the an-

notation technique
10.	The number of stories in the corpus, or my best guess based on descriptions in 

the work
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Although extremely simple and non-literary, Knapp’s stories do have a bit of narrative 
structure involving things like climaxes and reversals of fortune. These would seem to 
meet fall into most people’s general idea of a story. In contrast, take the next example:

Ex. 2.	 Andrew and Roxanne decided to go to the park. The weather was sunny. 
Andrew ran through the park. He threw the Frisbee to Roxanne. (St. John 
1992)

St. John had a commonsense model of the world that was used to generate a million or 
so simple situations like those shown in Example 2. These scenarios are story-like in that 
they have characters and events in a coherent and related sequence, but not story like in 
that they have no higher-level narrative structure or literary worth (see the discussion of 
Level II narratives in Finlayson & Corman, 2014, this volume). And even further down 
the chain toward “non-story” items are scenarios like these:

Ex. 3.	 Locate broom. Run broom across floor to gather dust into a pile. Place dust 
pile in trash can. (Smith and Arnold 2009)

In this paper Smith and Arnold attempt to learn commonsense plans about the world from 
stimuli provide by users via the web, which they call “stories”, such as those found in 
Example 3. These “stories” read more like lists of instructions, and probably would not 
pass a “narrative test”, namely, if a large number of people were asked to judge whether 
or not these items were stories.

After simple scenarios, the second and third most common text types by corpus count 
are Fables and Folktales, respectively. Together they account for as much as simple 
scenarios, around 30 %. These artifacts are clearly stories, even when the fables are 
created by experimenters directly, or adapted from existing folktale or fable collections.

3.4	 Annotation Styles

I also tabulated the styles of annotation. Here I determined if the corpus had been annotated by 
the authors themselves, by independent annotators, by experimental subjects, by automatic 
analyzers, by a process that also simultaneously generated the narratives, or if the annota-
tions were given in the original material. This breakdown is given in Table 4. There were 155 
annotated corpora, with 32 corpora being annotated by an unchecked or non-human 
generated annotation. The key observation of this data is that a majority of corpora 
involve author-generated annotations. I will discuss problems with this in Section 5.3.

4	 Annotation Analysis
Because narrative corpora have their greatest utility for narrative science when they 
have been annotated for various relevant features, I spent a significant amount of effort 
cataloging and categorizing the different types of annotations that were applied to the 
corpora identified in the survey. This classification was done by me personally, and not 
by my research assistants. Although, there were large swaths of commonality between 
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Finally, the semantic sense of items in other representational layers, be they words, 
events, actors, or things, is critical to an accurate representation of the fabula. Surpris-
ingly, very few corpora (seven corpora, or 4 %) contained any serious annotation of sense.

4.2	 Narrative Features

There is a second main group of annotation layers, that of layers relevant to narratives as 
narratives per se. This distinction mirrors the one made in (Finlayson & Corman, 2014, 
this volume), between Level I and Level II narratives. Level I narratives are plain action 
discourses, but Level II narratives are action discourses with additional narrative structure.
The first of these types of annotation layers are direct narrative features, which seek to 
capture some binary or scalar property of texts that is closely related to their narrative 
nature. These include, for example:

•	 conflict metrics (Ware, Young et al. 2012)
•	 point of view (Wiebe 1994)
•	 novelty (Peinado, Francisco et al. 2010)
•	 genre/voice features (Garzotto, Herrero et al. 2010)
•	 marking of whether or not a passage can be considered a “story” (Ceran, Karad 

et al. 2012)
A clear subtype of this class is the marking of narrative features relevant to suspense in 
the narrative, which was found on six corpora.

The second type of narrative-relevant annotation layer was direct annotation of nar-
rative structure. This include things such as:

•	 Plot unit analyses (Lehnert 1981)
•	 Proppian functional analyses (Lendvai, Declerck et al. 2010, Finlayson 2012)
•	 Narrative content units (Passonneau, Goodkind et al. 2007)

The third type of narrative-relevant annotation is the marking of emotion, in particular, 
the emotion that a particular word, phrase, statement or passage might raise in a reader 
of the text.

Finally, discourse structure was often a concern. Discourse structure—by which 
I mean a PDTB (Prasad et al. 2014) or RST (Mann & Thompson 1987) analysis, or 
something similar—is relevant to the narrative itself because it tries to represent how 
the fabula is transformed into the actual text, and how these parts interlock and support 
one another.

4.3	 Other Common Annotation Layers

The third major group of annotation layers mostly concerned connecting narratives to 
practical application. These included the following types:

A number of corpora were annotated with questions and answers, in an attempt to 
understand, for example, the inferences that a reader might make when reading a nar-
rative, or the types questions that would naturally arise from the information presented.
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A related annotation type was summaries, where narratives would be associated with 
summarized versions of themselves, usually for testing summarization algorithms or 
narrative understanding systems.

Related to senses is the concept of topics, where portions of narratives, or the whole 
narratives themselves, were marked for its relevance to a particular topic. These annota-
tion were usually relevant to information retrieval applications

There is a small but robust community in computational narrative that works on the 
use of narrative in law, and thus often finds useful annotation of argumentation structure, 
which lays out argumentation assumptions, implications, and dependencies.

Those interested in interactive narrative systems and training computers to speak 
properly with humans often sought annotations of dialogue in narratives. This found 
form as association of dialogue with the speaker, or annotation of features of the dialogue 
such as to whom it was address or the general purpose of the utterance (speech acts).

There is another community that is interested in the intersection of narrative with 
visual representations, be those representations static, such as photographs, cartoons, or 
other images, or dynamics, such as videos or storytelling gestures.

Finally, some fields are concerned not only with the contents of the narratives them-
selves, but by whom they were told, where they were written down, in what era, and so 
forth. This sort of metadata is useful to Folklorists, for example, who are interested in 
tale provenance and evolution (Broadwell and Tangherlini 2012).

4.4	 Miscellaneous Annotation Layers

There were nineteen other annotation layers that only occurred once in the entire survey, 
and did not seem to fit well with any other already-established annotation layer type. 
These layers ran the gamut, including things such as:

•	 encodings of world knowledge (Frank, Koppen et al. 2008)
•	 force dynamics (Ontañón and Zhu 2010)
•	 camera shots (Jhala and Young 2009)
•	 strategies (Burke and Kass 1995)
•	 dimensions of psychological models, such as the event indexing model or situa-

tion model (Zwaan, Langston et al. 1995, Zacks, Speer et al. 2009)
•	 internal structure of referring expressions (Hervás and Finlayson 2010)

A full list of other annotation layers, and their associated citations, can be found in the 
supplemental materials for this paper.

4.5	 Notable Corpora

There are several notable corpora indicated in Figures 2, 3, and 4. These corpora are 
listed in the next table, although with key features. They are notable either because large 
in terms of number of words or texts, or are quite deeply annotated.
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world. Therefore, it is reasonable to expect that these researchers would naturally bias 
toward fabula-focused stories, trying to cut out confounding factors (such as “Level II” 
narrative complexity).

If one includes in one’s count the next two largest text types, fables and folktales, 
the count of corpora reaches 95, or 58 % of the total. While fables and folktales are 
most certainly narratives by any measure, they are still narratively relatively simple. 
What all of this means is that the narrative nature of much of the material that underlies 
computational and cognitive narrative science is narratively light or, at worst, suspect.

This less-than-narrative character of these corpora is not without cost. One problem 
seems to be that it widens a divide between humanists interested in sophisticated Level 
II narratives and scientists and computationalists blocked by barriers at Level I. This 
makes these large Level I corpora useful to mainly to scientists and computationalists, 
reducing the opportunities for collaboration and joint insight with humanists.

This leads me to a first recommendation, which is that corpus builders should make 
every effort to move away from Level I type narratives to more sophisticated Level II 
narratives, that is, texts with significant narrative complexity. Corpus builders must of 
course still attend to the immediate needs of the research for which they are building 
the corpus. But they should not immediately drop to the lowest common denominator 
of simple Level I narratives. That approach results in corpora which are useful for only 
a narrow range of research. Instead, researchers should spend as much effort as they can 
afford, up front, to identify narratives that are not only useful to their own purposes, but 
also will be of interest to those work at all levels of the narrative spectrum.

5.2	 A Focus on the Fabula, and Lack of Narrative Features Standard

As was noted in Section 4.1, and hand-in-hand with the non-narrativity of the identified 
corpora, approximately a third of the corpora contain an annotation of the core of the 
fabula, namely: events and coreference. Approximately ⅔ of those (20 % of the total) 
contain cause and role information. This serves as an admirable foundation for future 
work with these corpora, and points the way forward to a core set of annotation layers 
that all corpus builders should seek to include in their resources.

But there are two major gaps here. First, there is a surprising lack of focus on mean-
ing and sense at all levels of annotation. At the lower level of meaning, at the word and 
event level, only seven corpora (4 %) have any real attempt to annotate sense! (And two 
of these corpora only annotate those senses on named entities or verbs.) This means that 
while the core structure of the fabula is well represented, we have almost no idea what 
the words themselves mean. Structure is important in narrative, no doubt, but narratives 
are rich with meaning, and their purpose is the communication of particular meanings. If 
we don’t annotate this meaning, then we are missing much of what narrative is all about.

At a higher level, there is even less attention to the “meaning” of narratives as concerns 
humanists or literary theorists. Here we might seek, for example, meaning relevant to its 
impact on people, on emotions, on what we learn, or on what we believe. Only a handful 
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of corpora actually attempt to capture these layers. We see ten corpora annotated with 
emotion-related information (6 %), and one corpus annotated with moral information 
(Dehghani, Tomai et al. 2008). But beyond this, the meaning relevant to those who study 
narratives in their natural context is lost.

This leads to a second, related point, in that while there is rough agreement on the sorts 
of things that must be annotated to capture the core of the fabula, there is far from any 
consensus on what features should be annotated to capture the core “narrative-specific” 
features of texts, such as narrativity (Abbott 2014), conflict or suspense, or eventfulness 
(Huhn 2014; Labov 2006),. Here I think of things like narrative identity, distance, and 
point of view, or the relationship between narrative time and discourse time, or narrative 
levels, or encodings of audience response (e.g., emotion).

The recommendation here is for researchers to make efforts to move beyond the 
fabula, and include in their analysis and data collection layers that touch on informa-
tion other than just fabula structure. First, there is a surprising surfeit of sense-related 
information, importantly at the word level, and interestingly at the higher, social and 
individual meaning level. Second, at the very least, we need to start a discussion in the 
field about what core narrative features we need to really represent the rough approach 
of the narrative Here, an initial proposal has come from Mani (2013), where he has 
surveyed quite a bit of narratological theory and laid out a proposal for annotation of a 
variety of narrative features that are found across works in the area.

5.3	 Author-Provided Annotations

One of the biggest problems in the narrative corpora identified in this survey is the 
prevalence of author-provided annotations. Almost 60  % (92 corpora) of the resources 
identified were annotated either partially or fully by the authors. This continuing reliance 
on annotation by authors themselves is disappointing and worrisome in an age of sophis-
ticated natural language processing technology and deep understanding of the methods, 
techniques, and metrics for building reliable, useful annotated corpora. Author-provided 
annotations, while understandable from a cost and labor point of view, are damaging 
from a scientific point of view. I am not saying that author-provided annotations do not 
have their place (indeed, they are often key to humanist approaches, and for develop-
ing initially adequate analytical categories for later annotation). But for the production 
of a corpus that is to be used as data to support or reject a hypothesis, author-provided 
annotations break the principle of double-blind science, where the instruments for the 
collection of the data themselves are not invested in the outcome of experiment. For 
a field like physics or chemistry, the instruments for data collection are inanimate; for 
language-related sciences like the study of narrative, the data are the annotations, and 
the instruments are usually people. When the data are produced by people, they should 
be produced by independent annotators specifically trained to a reliable, documented 
standard. Not doing so not only undermines the results of the specific studies supported 
by such data, but undermines the field as a whole: it prevents us from shaking off our 
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“toy demonstration” roots from the early days of AI, and becoming scientists in the full 
fledged used of the term. Researchers themselves should not be doing annotation, as 
it makes it easy to “bake in the answer” to the data (accidentally or not). The recom-
mendation for this gap is clear: researchers must spend the extra effort to hire, train, and 
engage independent annotators to produce their data. Anything less becomes a major 
chink in the armor of the work.

5.4	 The Focus on Text

Less of a problem, and more of a consistent bias to be aware of, is the overwhelming 
focus on textual narratives. 152 of the corpora (92 %) used the textual modality. This is 
understandable for several reasons, in particular: the ease with which text can be input 
and read out from computers; the significant amount of technology available for process-
ing and understanding text; and the large number of narratives available in text form. 
However, narratives are told across a number of different modalities, and it should be a 
goal of the field to develop analysis tools for, and to test our theories on, these differently-
moded narratives. Examples of alternate modalities represented in this survey include 
video (Mbengue 2013), image (Lee et al. 2012), speech (Tomai et al. 2011), and game 
logs (Orkin et al. 2010), but many other modalities are possible.

5.5	 Practical Problems

In addition to the higher-level concerns presented in the previous sections, there are a 
number of practical problems with many of the corpora, which lessens their utility for 
scientific work.

First, 42 corpora (25 %) with textual data don’t report their results in such a way that 
the word counts may be estimated. An even larger fraction (approximately 50 %) don’t 
report exact word counts in the paper, forcing downstream users to estimate the counts 
from clues. Word counts are a key piece of information for textual corpora, and should 
always be reported. Ideally, not only the total word count for the corpus, but information 
on the distribution of word counts among documents or stories should also be included.

Second, fully 69 corpora (41 %) have fewer than ten stories. 51 % (85) have fewer 
than 20 stories. This means that a large fraction of scientific work on narrative has been 
done on narrative corpora that are quite small. This raises grave questions about the 
scability and generalizability of the results in those works.

Third, few corpora or narrative sets are released in downloadable format. I found 
only four corpora in my survey that included a URL in published work from which the 
corpus could be directly downloaded, even though 114 corpora (68 %) were created in 
the year 2000 or later. Moreover, only 89 corpora (53 %) report enough detail to actually 
identify the stories used in the work. The cause of these problems may be oversight, lack 
of a facility to properly archive such data, or copyright issues. Regardless, this failure to 
release corpora to the community means that later scientific work is severely hampered 
in taking advantage of these resources.
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6	 Contributions & Future Work
Narrative corpora are a key component for the advancement of the science of narrative. 
In this work, I have made three contributions that support the use of narrative corpora 
for future work in this area.

First, I have conducted the first large-scale survey of narrative corpora used in the 
computational and cognitive study of narrative. This includes the identification of a large 
bibliography of 2601 works along with the identification of over 180 works that use 167 
sets of stories that could be called “corpora”.

Second, I have identified a range of dimensions for narrative corpora, tabulating the 
values of each corpus along those dimensions. These include key dimensions such number 
of stories, number of words, number and types of annotation layers, and so forth. This 
survey gives us the first relatively representative view of the use of narrative corpora in 
computational and cognitive narrative research.

Finally, I have identified several major problems in the use of narrative corpora, and 
proposed recommendations for future work to address these gaps. These gaps include:

1.	 The non-narrative nature of many “narrative” corpora
2.	 The focus on fabula structure at the expense of fabula meaning or more narratively 

interesting features
3.	 The overwhelming reliance on annotations created by the authors themselves
4.	 The overwhelming focus on narratives in text form, neglecting other modalities
5.	 A number of practical problems, such as not reporting key information for the 

corpora, focusing on too-small corpora, and not making the data available.

By attending to these gaps, and the recommendations for future work that naturally follow 
from them, narrative researchers will not only improve their own work, but also advance 
the field, allowing us to truly bring the study of narrative into a scientific frame of mind.
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