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ABSTRACT
Black Hat App Search Optimization (ASO) in the form of fake reviews and sockpuppet accounts, is prevalent in peer-opinion sites, e.g., app stores, with negative implications on the digital and real lives of their users. To detect and filter fraud, a growing body of research has provided insights into various aspects of fraud posting activities, and made assumptions about the working procedures of the fraudsters from online data. However, such assumptions often lack empirical evidence from the actual fraud perpetrators. To address this problem, in this paper, we present results of both a qualitative study with 18 ASO workers we recruited from 5 freelancing sites, concerning activities they performed on Google Play, and a quantitative investigation with fraud-related data collected from other 39 ASO workers.

We reveal findings concerning various aspects of ASO worker capabilities and behaviors, including novel insights into their working patterns, and supporting evidence for several existing assumptions. Further, we found and report participant-revealed techniques to bypass Google-imposed verifications, concrete strategies to avoid detection, and even strategies that leverage fraud detection to enhance fraud efficacy. We report a Google site vulnerability that enabled us to infer the mobile device models used to post more than 198 million reviews in Google Play, including 9,942 fake reviews. We discuss the deeper implications of our findings, including their potential use to develop the next generation fraud detection and prevention systems.
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INTRODUCTION
Popular online services that provide millions of users with access to products, news, social relationships and peer-opinions, are besieged by fraudulent behaviors, that skew public opinion and bias product reputation and popularity [25, 35, 45, 54, 75, 80, 91]. To reduce the effects of such behaviors, commercial peer-opinion sites employ proprietary solutions to detect and filter fraud, e.g., [22, 30, 34, 47, 56, 65, 67, 71, 79, 98]. Similarly, a substantial body of academic research has focused on the detection aspect of the fraud problem, and has proposed and used assumptions about the behaviors and capabilities of fraudsters, that are based on intuition, extracted from small datasets of fraud, or revealed by collaborators within commercial sites. While such previous efforts have revealed important insights into the operations of fraudsters, most have not been validated with empirical feedback from the actual perpetrators.

In an effort to address this limitation, we first performed a structured interview study comprised of 118 questions, with 18 Black Hat App Search Optimization (ASO) workers that we recruited...
from 5 freelancing sites, concerning fraud that they post on Google Play. Second, we performed a quantitative investigation with data that we collected from 39 other ASO workers recruited from the same sites. The data includes 1,164 Google Play accounts that the 39 ASO workers revealed to control, and 21,767 fake reviews posted from these accounts for 6,362 unique apps. Further, we identified, and report a Google site bug that enabled us to infer the mobile device models used to post 198,466,139 reviews for the 6,362 apps.

Based on the findings of our studies, we present the fraud workflow map of Figure 1, showing newly identified and previously explored fraud capabilities, behaviors and detection avoidance strategies. Specifically, we report multiple, novel insights into the working patterns of ASO workers, including that they (1) pool in physical, brick-and-mortar offices, friends-and-family organizations, and online teams, (2) have either a well-articulated role and are salaried on a regular basis, or are part of unstructured teams and share earnings, (3) have access to many user accounts, of both sockpuppet (fake) and organic (controlled by real users) types, (4) have access to large and diverse stocks of low to high-end, and new to old mobile device models, (5) flexibly outsource work when their number of accounts or device models are insufficient, and (6) implement interactive work verifications, and punish cheaters.

Further, our studies provide evidence that supports several observations and assumptions made by previous fraud detection work, about, e.g., the emergence of organic fraud [50, 52, 101], the timing of fraud [38, 53, 61, 63, 64, 96, 100], the fake review writing process [38, 42, 51, 52, 60, 61, 63–65, 74, 76, 96, 97, 99], and the choice of ratings [24, 51, 52, 63–65, 74, 93, 94].

We also report and validate concrete, participant-revealed behaviors that do not fit the mold of assumptions made in previous work, including lockstep behaviors [32, 48, 59, 77, 81, 86, 93, 94, 97, 100] or posting reviews in bursts [26, 28, 32, 36–38, 40, 42, 43, 51, 52, 59–61, 63, 65, 92, 95, 96, 100].

We also found and report participant-claimed techniques to bypass Google-imposed verifications, e.g., user account validations and review-posting sanity checks, and even strategies to leverage Google’s fraud detection mechanisms to improve fraud efficacy, e.g., downvoting negative reviews to trigger their removal, or using singleton accounts that exploit detection cold-start problems.

Finally, and importantly, we identify several vulnerability points in the fraud workflow, and propose defenses that exploit them. In summary, we introduce the following contributions:

- **ASO worker studies.** Present empirical data from actual ASO workers, to advance our understanding of their work, through interviews and a quantitative analysis of gold standard fraud data [§ 4].

- **ASO worker capabilities, behaviors and strategies.** Report new findings on the capabilities and behaviors exhibited by ASO workers [§ 5]. Provide evidence that supports several observations and assumptions made by previous detection work. Report and validate concrete strategies to avoid detection, including departures from existing assumptions. Build a first map of the Google Play fraud workflow.

- **Google Play vulnerabilities.** Identify and report a bug that can be exploited to collect device model information from reviews [§ 4.2]. Report Google Play verifications claimed to be ineffective by participants. [§ 5].

- **Impacts.** Identify vulnerability points in the fraud workflow and discuss their potential to advance fraud detection and prevention work [§ 6].

## 2 RELATED WORK

Social network fraud studies have focused on the identification of fraud and its effects on social network users. For instance, Thomas et al. [83] identified 1.1 million accounts suspended by Twitter and studied the behavior and lifetime of spam accounts, the campaigns they execute, and the wide-spread abuse of legitimate web services. Thomas et al. [85] have further investigated fraudulent Twitter account markets to monitor prices, availability, and fraud perpetrated by 27 merchants over 10 months. Stringhini et al. [82] studied Twitter follower markets by purchasing followers from different merchants, and discovered patterns and detected market-controlled accounts in the wild. Critical operational details of the fraud market have remained however mostly unstudied. Our work seeks to address this, by both documenting and validating operational procedures of ASO workers who target Google Play.

De Cristofaro et al. [36] studied page "likes" from Facebook ads performed by "like" farms using honeypot pages, and analyzed them based on temporal, social and demographic characteristics of the likers. McCoy et al. [62] studied the business model of “online pharma”, using ground truth datasets of transaction logs. Further, Springborn et al. [78] purchased fraudulent traffic for honeypot websites and analyzed the underlying pay-per-view networks and their delivery methods. In comparison, we conduct an interview study to directly engage and seek insights from fraud perpetrators, then support them through an analysis of empirical fraud data.

Bursztein et al. [31] observed that manually hijacked Google accounts exhibited activity at a tight daily schedule, homogeneous daily time table and similar tools and utilities used in parallel on different victims from varying IPs. While none of our participants claimed to use hijacked accounts or to have been the victim of such attacks, some participants did claim and exhibit lockstep behaviors in their use of accounts. We further note that our study is more general, as it concerns the entire fraud workflow.

Other similar studies have different goals. To highlight the methods and prevalence of scammers, specific to Nigeria, Park et al. [69] collected three months of data using an automated system which posts honeypot ads on Craigslist, and interacts with scammers. Portnoff et al. [73] used NLP and ML-based methods to determine post type, product and price on cybercriminal market offerings. Further, Wang et al. [88] used empirical crawled data to identify SEO campaigns and documented their impact on promoting search results for several luxury brands. In contrast, in our fraud study, we seek to also identify (1) Google Play vulnerabilities that fraud workers found and exploit, (2) evolutions in fraudulent behaviors to avoid detection, and (3) their intrinsic weaknesses, to be exploited by the next generation fraud detection solutions.

## 3 BACKGROUND

We consider peer-opinion app markets, e.g., Google Play [9], who host accounts for products, developers and users. Developers use their accounts to upload apps and information about them. User accounts enable users to establish an online identity, search for, install and review apps. A review consists of a star rating (1–5)
and text, and also includes the profile photo and name of the user account from which it was posted.

**Search rank fraud and crowdsourcing.** The search rank of apps has significant impact on the returns made by their developers. Thus, developers have incentives to maximize their app’s visibility. In this paper we focus on developers who attempt to engineer the search rank of their apps by hiring specialized, online Black Hat ASO workers, to perform review and install count manipulation. Developers and fraudsters connect through several sites, that include general-purpose crowdsourcing sites [7, 19, 39], specialized fraud sites [1, 2, 4, 16, 18], and social networks (e.g., Facebook groups).

**Fraud detection and defenses.** Online systems implement a suite of fraud detection and defense mechanisms [66, 79, 98]. For Google Play, such observable mechanisms include:

- **Account validation.** Request users to prove control of a mobile phone, e.g., by providing its calling number, then retrieving a code sent to it through SMS.
- **Install-then-review.** Users can review an app only if they install it first [20].
- **Filter fake reviews.** Detect and remove reviews suspected of being fake.
- **Close fraudulent accounts.** Identify and close user and developer accounts suspected of behaviors that violate the site’s terms of service.

### 4 METHODS

Our study involves both a qualitative exploration of and a quantitative investigation into various aspects of fraud production. In this section we describe both studies.

#### 4.1 Qualitative Study

The qualitative study of our work is comprised of in-depth interviews with 18 ASO workers. We recruited participants from several Facebook ASO groups, and also Upwork [19], Fiverr [39], Zeerk [21], and Peopleperhour [14], all popular among ASO workers. We identified 560 such workers, and invited them to participate in our study through the 1-on-1 communication services of the corresponding sites. We include the recruitment message in the auxiliary document.

72 of them responded to our invitation. To select participants who are actively involved in ASO jobs, we asked the responders, 3 questions, all for Google Play: (1) “how many accounts do you control?”, (2) “for how long have you been actively doing ASO?”, and (3) “on how many ASO jobs did you work, approximately?”.

We identified 25 participants who control at least 100 accounts on Google Play, have been active for at least 1 year, and have completed at least 100 ASO tasks. Following recruitment, and before starting the interview, we read to these participants the introductory script included in the auxiliary document. 18 of them (all male, 19-29 years old, located in Bangladesh(13), India(4) and New Zealand(1)) agreed to participate.

In the following, we refer to the interview participants as P1, .., P18. With these participants, we conducted a structured interview study that had 46 questions, with additional 72 questions for clarifications, see auxiliary document. The questions range from demographic information to workflow, and from the devices used to the operational methods employed. We conducted the interviews over Skype, between August and October, 2018. Interviews lasted from 33 to 66 minutes (M = 46.38, SD = 12.34). We paid a rate of 5 USD for every 15 minutes a participant spent in our interview. We audio recorded the interviews with the participant permission, then transcribed and anonymized the data.

We analyzed the anonymized data using the Grounded Theory method [33]. We used open coding to identify 169 unique codes, including both abstract and concrete labels. Two members of our team independently coded the data. The inter-coder agreement was 84.61%. In the cases where codes of the two coders did not match, a discussion was held with a third member of our team, to decide the final code. We used axial coding to relate the generated codes, and ended up with 22 categories grounded in the collected data. Some of the categories are: account blending, account creation, devices, early-bird fraud, extreme reviews, strategy, etc. We have then further refined our categories into the codes that form subsection titles in § 5.

#### 4.2 Quantitative Investigation

We performed a quantitative investigation with user accounts collected from 39 ASO workers, different from the qualitative study participants, but recruited using the same methods described in § 4.1. In the following, we refer to the quantitative study participants as F1, .., F39. Each of the selected workers claimed to control up to 500 Google Play accounts (M = 211, SD = 166), and each shared the IDs of at least 15 Google Play accounts that they control. This yielded a total of 1,164 account IDs for analysis.

We then crawled the 6,362 unique apps that the ASO workers reviewed using those IDs, and that were available in Google Play. These apps had received 21,767 reviews from the 1,164 worker-controlled accounts, and a total of 218,167,727 reviews. We used the AppBrain API [3] to collect the category and release date of each app.

**Device model data collection.** We have collected information provided by Google Play about the devices used to post fraudulent reviews. Google Play’s client-side enforced functionality, allows an authenticated user to filter reviews according to the model of her registered devices. We used this functionality to query the reviews posted for an app, for all possible device models, and thus identify the device model used to post any individual review. We used the list of 21,597 Google supported devices [10], that contains the parameters that we needed to identify the device models used to post the above 21,767 reviews, posted from the 1,164 ASO worker-controlled accounts, as perceived by Google’s systems. In addition, we collected the device release date and price (in EUR) from GSM Arena [12] and Gadgets360 [8].

#### 4.3 Ethical Considerations

Some ASO work is considered unethical according to several ethical frameworks, and many ASO workers belong to low-paid vulnerable groups. This is why our study took utmost care to follow the best ethical practices for conducting sensitive research with vulnerable populations [29]. Our study had a very clear declaration of the researchers’ identity, research objective, and potential impact on the participants’ work without following any sort of deception. The whole study procedure was scrutinized and approved by the institutional review board of a major North American university.
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(IRB-18-0077@FIU). We include our recruitment message and introduc-
you a discussion of the process of our recruitment, the possible reasons for our participants to respond, and other relevant issues, in the auxiliary document.

We used GDPR [70] recommended pseudonymisation for data processing and statistics, and other generally accepted good practices for privacy preservation. After data collection, we have deleted all device-to-identity links and only generated statistics that allowed us to validate our assumptions. We have avoided obtaining additional information about the devices used or the accounts involved. We have contacted Google about our discovered device model identification issue, through Google’s vulnerability reward program (VRP) [11] (issue: 119676181). Google has accepted our finding and has invited us to join their hall of fame.

5 FINDINGS

We organize, analyze and report findings from the interview and quantitative studies. Figure 1 provides a map of the topics that we investigated.

5.1 Team, Location, and Organization

All the 18 interview participants claimed to be part of organizations dedicated to posting fraud in Google Play. Our data shows that ASO workers assemble in various organizational structures. While some of them work in a team where each person has a well-articulated role and they are salaried on a regular basis, many of them work in a more unstructured team and the whole team share their earnings. We classify ASO teams into several categories, based on their location, organization type, the type of fraud, and profit sharing structure. Figure 2 shows the Venn diagram of the 18 participants grouped according to 4 of these categories, for readability.

Team size. The first column of Table 1 lists the team sizes claimed by each participant for their organization, including both physically co-located and online team members. 5 participants claimed to work alone. The other 13 participants claimed to have a team with at least 10 members. Notably, P4 claimed to be part of a big company with around 150 people in their team, who organize 15,000 organic ASO workers through virtual (WhatsApp, Facebook) groups.

Figure 2: Venn diagram of participant categories, reveals diversity and complexity of fraud organizations. Participants are part of teams that are either (1) physically co-located or online, (2) hierarchical or flat, and (3) sockpuppet account based or organic.

Figure 3: Photo taken by participant P10 in our study, with the premises and (anonymized) employees of his business. Photo reproduced with permission from the participant.

Physical co-located vs. online teams. Seven participants (Figure 2) claimed to work with a physically co-located team. 5 of them claimed to have brick and mortar offices. Figure 3 shows a photo taken by P10, with the premises and employees of his fraud team. 7 others claimed to have strictly online teams. The remaining 4 claimed to be a part of hybrid organizations that (1) are a physical team, including working alone with their own devices and accounts, and (2) have access to online ASO workers. Notably, P18 said (1) “I run a mobile repair shop. I use the devices that I get to repair,” and (2) “I share the link in my group and they review it.” P11 said “I use two types of accounts, my friends and family, and my own 100 accounts.”

Organization structure: hierarchical vs. flat. 15 participants claimed a hierarchical structure of their organizations (Figure 2). 11 of them described specific roles in their organizations, that include job managers, who interface with the developers and manage work from the marketplace, team admins, who organize, distribute tasks, and verify the work of review posters, and new account creators. For instance, P3 said “I am one of the admins in our team and we have 10–12 admins. Under each admin, we have 15–20 members. All admins work as subcontractors, and some of our other team members work with the developers and manage work from the marketplace.” However, 2 participants claimed to work in teams with a flat organization. For instance, P15 said “We all work together. There is no hierarchy.”

Organic fraud. 9 participants claimed to organize or be part of online teams of “organic” users, workers who use their personal accounts to post fake reviews (Table 1). P5 said “I also have my own Facebook group where I have combined 60 real users to write reviews.” P7 did not specify the number of organic accounts that they can access, but stated “we have 3,000 accounts. If we need more we run CPI/CPA campaign where people get an incentive to install apps.”

Profit sharing. One participant claimed to pay team members a monthly salary, while another one claimed an even split among members. Three of them mentioned preferential cuts for the job manager (10–25%) and team lead (10–50%) and equal split of the rest among the actual review posters. Two participants claimed a flat rate for the review posters ($0.40 per review). The rest of the participants did not respond to this question.

Summary. Our study thus confirms observations made by existing work, that fraud is perpetrated by experts who control either (1) many sockpuppet user accounts, e.g., [28, 37, 55, 59, 60, 63, 64, 77, 93, 95, 99] or (2) organic fraudsters, i.e., real account owners
Table 1: Number of team members, and of accounts and devices claimed by the 18 interview participants.

<table>
<thead>
<tr>
<th>P</th>
<th>Members</th>
<th>Accounts</th>
<th>Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Organic</td>
<td>Inorganic</td>
</tr>
<tr>
<td>P1</td>
<td>40</td>
<td>0</td>
<td>15,000</td>
</tr>
<tr>
<td>P2</td>
<td>12</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>P3</td>
<td>195</td>
<td>0</td>
<td>1,500</td>
</tr>
<tr>
<td>P4</td>
<td>150</td>
<td>15,000</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>12</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>P6</td>
<td>1</td>
<td>0</td>
<td>1,500</td>
</tr>
<tr>
<td>P7</td>
<td>50</td>
<td>N/A</td>
<td>3,000</td>
</tr>
<tr>
<td>P8</td>
<td>35</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>P9</td>
<td>15</td>
<td>400</td>
<td>0</td>
</tr>
<tr>
<td>P10</td>
<td>30</td>
<td>0</td>
<td>450</td>
</tr>
<tr>
<td>P11</td>
<td>1</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>P12</td>
<td>1</td>
<td>500</td>
<td>0</td>
</tr>
<tr>
<td>P13</td>
<td>13</td>
<td>0</td>
<td>80,000</td>
</tr>
<tr>
<td>P14</td>
<td>34</td>
<td>5,000</td>
<td>0</td>
</tr>
<tr>
<td>P15</td>
<td>10</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>P16</td>
<td>50</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>P17</td>
<td>1</td>
<td>1,000</td>
<td>0</td>
</tr>
<tr>
<td>P18</td>
<td>1</td>
<td>500</td>
<td>30</td>
</tr>
</tbody>
</table>

Participants claimed to charge between $0.5 and up to $6 per posted review (M = 2.16, SD = 1.86), and to have between 1 and 6 years of experience in ASO jobs (M = 3.03, SD = 1.53). During this time, they claimed to have worked on between 150 and 4,000 apps in total, and between 6 and 50–60 apps in the past month (M = 34.11, SD = 18.37). They also declared a diverse educational background, including 2 masters degrees, 11 completed bachelor degrees, 2 ongoing bachelors, and 4 high school graduates.

5.2 Fraud Capabilities and Expertise

The middle columns of Table 1 list the number of user accounts claimed to be controlled by or accessible to each participant. 9 participants claimed to post fraud from mobile devices; 11 participants claimed this also happens from the mobile devices of organic ASO workers that they control. 2 participants said that they also post from emulators running in laptops, e.g., P13 claims to have 13 laptops and use the BlueStacks emulator [5] to install and review apps, and also 13 smartphones.

P8 and P18 have an almost 1-to-1 account-to-device mapping. Participants such as P2, F3, P10 and P15, have a small but many-to-one mapping, e.g., up to 7 accounts per device. Others, such as P1 and P13, claim to have significantly more accounts than devices (e.g., 15,000:300 and 80,000:30 respectively).

Mobile device models.

Several participants claim access to communities of organic users (see Figure 2), thus to a diverse set of devices. 4 participants (P1, P10, P11, P13) claimed to own only low-end, cheap devices. Others (P7, P15, P16) claimed to own a mix of low, medium and high-end devices, dominated by low-end devices. For instance, P7, who claimed to own more than 1,000 devices said that (1) “we try to choose cheap devices with more features and memory,” however (2) we also have high-end phones like Nokia, Samsung, which we need to review virtual/augmented reality apps”.

Device source.

Most participants claimed to purchase their devices on the regular market. However, P11 said, about his claimed 45 devices, that “I have bought them from the black market with a very low price.” Further, as mentioned in § 5.1, P18 claimed to run a mobile device repair shop, and use the devices he is supposed to repair, to write reviews.

Device storage. 6 participants claimed to store the devices on a table, easily accessible. P1 claimed to store the devices in a separate room. P7 said that “the department who handle reviews and installs is on a different floor, and high-end phones are kept in the locker after use for safety.” We also asked P7 about how they manage to charge 1,000 devices. He claimed that they have a dedicated team to manage all the devices, and charge a device every 2–3 days. Further, he claimed that they keep the devices on during office time, and switch them off after 11pm–midnight.

App-device compatibility issues. When asked about what they do when they need to promote an app that is not compatible with their devices, 9 participants (P5, P6, P8, P10, P11, P13, P14, P16, P17) said that it never happened. However, P7 said that he runs...
We classify a device model age into Fresh (≤ 6 months), Middle-aged (6-18 months), and Old (> 18 months). We found that 61.3% of 9,942 presumed fake reviews posted from 344 unique device models. Most devices are old and low-end (45.98%), mid-end (31.41%), or fresh and low-end (15.31%). High-end and even free devices have been used!

ASO workers have each posted at least 100 reviews from devices of unknown models. We confirmed that the “unknown” device category includes reviews posted from Google Play’s website interface and certain types of emulators.

Figure 5 shows the relationship between the device release price (in Euros) and the device model age at posting time, for each of 9,942 reviews posted from 344 unique device types. Most devices are old and low-end (45.98%) or mid-end (31.41%), or fresh and low-end (15.31%). High-end and even free devices have been used!

We used the technique described in § 4.2 to find 344 unique device models, used to post 9,942 of the 21,767 reviews written from the accounts controlled by the 39 participants. We found that 12 participants posted reviews from at least 20 different device models; F35 used at least 84 distinct device models. However, participants F9 (215 reviews), F10 (166), F14 (162), F25 (67), F17 (459), and F27 (197) have posted reviews only from devices of unknown models. We confirmed that the “unknown” device category includes reviews posted from Google Play’s website interface and certain types of emulators.

Figure 5 shows the per-worker distribution of the “age” of devices used to post reviews, i.e., the time difference in days between the review date and the release date of its posting device. Workers not shown had insufficient known device models. F3, F7, F11, and F31 use old devices. Most others (F1, F2, F13, F20, etc), use both newly released and old devices.

We found that 93.8% of the 9,942 fake reviews were posted from smartphones and 6.2% from tablets. Figure 7(a) displays the number of unique device models used by ASO workers, including the “unknown” category (i.e., not among the 21,597 officially supported device models provided by Google [10]). While F35 has used 85 unique device models, participants F9, F10, F14, F16, F17, and F27 have posted all their reviews from unknown devices. Figure 7(b) shows the popularity of device models used by the 39 participants, over all their 9,942 reviews posted from devices of “known” models. The top 6 most used devices by ASO workers to post these reviews are Galaxy Note 2 (836 reviews), Nexus 5 (742), Galaxy S4 (496), S5 (447), S2 (247) and Nexus 7 (241). Further, Figure 7(c) shows the popularity of the top 15 most popular devices, out of 11,934, that were used to post 198,466,139 reviews in Google Play.

Summary. We found ASO workers who claim to have access to large number of devices, either owned, or accessed through their communities of organic fraud. This claim is partially confirmed through our gold standard fraud data. Both in our interviews and in the quantitative study, we found that ASO workers have a diverse stock of low to high-end and new to old devices. Participants with many devices reported streamlined solutions to manage them, while those with fewer devices reported ways around cost limitations and compatibility issues, e.g., further outsourcing jobs.

4.4 Software

Team formation. 10 interview participants (P3, P5, P6, P8, P9, P11, P12, P14, P17, P18) said that they used Facebook and/or Whatsapp to create online teams. For instance, P6 said that I have a Facebook group of more than 500 people, from different locations in Bangladesh, collected from various freelance groups in Facebook.” P9 hints at eligibility criteria: “To build a team, we first post message in Facebook groups. Then we contact those who respond, personally, and talk to them. We then decide if each is eligible, then we include him in our Facebook group.” P17 claimed access to multiple groups, “We have 20 groups of real users in WhatsApp.”

Team communications. For communications, the above 10 participants claimed to use the corresponding Facebook and Whatsapp messenger app. P6 said “I post the app link in my Facebook group, and ask them to download and post reviews.” P11 said “When I get a job, I send them messages in WhatsApp or I reach them personally.”
P7 however claimed to use specialized software: “We have our own system where we push the apps. Users who use our system get the notifications about the new task and once they complete the task they get paid. Due to the privacy policy, I can’t disclose the system name.”

**Account maintenance.** 5 interview participants (P1, P11, P13, P15, P16) said they access their accounts regularly. 12 participants said that they access them manually. However, 3 participants (P13, P15, P16) said they use scripts and automatic login systems to periodically access their accounts, keep them alive, and report if any are inaccessible. For instance, P13 said “We have built a system in Linux where if we input 100 accounts, the system automatically logs into those accounts, and keeps them alive.” The participants who organize organic users said that organic users access their accounts regularly.

**Job automation.** P6 said that “We can post reviews, ratings and installs using bots if the client has no problem. The bot names are like QZ362, YNX32, or something like these.” All of the other participants said that they write their reviews manually, and do not use any script for this purpose.

### 5.5 Techniques: The Art of Evasion

**Awareness of fraud detection.** All interview participants are aware of the fake reviews being detected and deleted. All of them have reported that Google deleted some of their reviews. Although most of them have reported deletion as a small or negligible percentage (under 5%) of all the reviews they posted, four of our interview participants have said that 10–20% of their reviews were deleted. P6 said that the review deletion percentage depends on the app and ranges from 2% to 30%. Most participants said however that it is very infrequent for their accounts to be deleted. P2 said that “Sometimes the email might be disabled; in that case the review will still be shown as written by a Google User.”

**Perceived reasons for deletion.** Participants reported diverse reasons for deletion:

- **Device re-use.** P5 and P10 blame it on using the same device to write multiple reviews for an app: “I always track the screenshot that my workers provide as work proof. If I see two or more reviews from one worker have been deleted, I am pretty sure that they have used the same device for those reviews.” Proof of work details in § 5.12.

- **Improper VPN use.** P10 also blamed VPN: “One safe way is, login from normal IP, then write review from VPN. If you login using VPN, Google will detect this as fraud.”

- **Improper app use.** P12 said that Google deletes reviews if the users “do not care to use the app and keep it installed for more days.” More details in the app retention part of § 5.5.

- **Extended account use.** P3, P9, P18 report that using the same account to write many reviews in a short time, may trigger redflags.

- **Misfires of Google fraud detection.** P6 blames it on Google: “Sometimes genuine reviews get deleted and sometimes multiple reviews from same devices don’t get deleted.”

**User account validation.** P2 and P3 said that they prefer to use e-mail to validate user accounts. P3 also said that Google may force them to use phone numbers. Only P16 claimed that “we use virtual phone numbers and Google accepts them.” All others said that they use real phone numbers to validate accounts.

Real phone numbers require access to SIM cards, which can be expensive. However, participants revealed ingenious solutions to bypass this limitation. For instance, P3, P10, P11 and P17 use friends and family: P3 said that “We use our friends and family phone numbers. For example, I meet a friend on the road, I ask him to check the message and I use his phone number to verify an account.” P10 said that “In Bangladesh one person can buy as many as 20 SIM cards using his credentials. [...] For example, for my 450 Gmail accounts I have used at least 200 phone numbers.” P5 mentioned that he borrowed SIM cards from friends. P7 and P15 use phone number verification services. Concretely, P7 said “we pay other people to get a one-time code from their mobile SMS to verify those accounts.” P13 said that they purchase user accounts that are already validated.

Several participants reported limitations on phone number reuse. For instance, P3 and P8 said that one number could be used for 3–5 accounts but not immediately, while P1 said that “between two verification using the same number, we have to wait at least 3 months.”

**Review without install.** When asked, P5, P10, P13 and P18 said that one can review an app without its prior installation from a device on which the account is logged in [20]: “Click on install then stop installing immediately. The app would not be installed but it will allow us to write reviews.” We have tested this claim and verified that
it works as suggested. This vulnerability breaks Google’s intended security design [20] and facilitates the creation of fake reviews by reducing the amount of resources needed from the ASO worker. **App installation and use.** 14 participants claimed to wait, open, or even use the app before reviewing it. P5 and P9 wait a few hours before reviewing the installed app. P9 claimed to also use it for 5–10 minutes. P6 and P8 claimed to open the app 1–2 times before reviewing. P7 claimed to use the app as a normal user. P10, P13 and P16 claimed to keep the app open for 3–15 minutes before writing the review. P12, P14, P17 and P18 claimed to recommend to their online and organic teams to open the app for a few minutes and even use it before reviewing. P4 said “We try to navigate all the pages of the app before writing the reviews.”

All the participants admitted to perform retention installs. P10 said that this is required to prevent filtering: “Google takes 72 hours to verify the review. If you delete the app in this period, Google will drop the review.” Most participants said that they keep the app for a few days after reviewing it: 1 day (P1, P5 and P15), 2–3 days (P4, P5, P8, P10, P13, P14), 1–2 weeks (P17), and 7 days – 2 months (P2). P4 said that his workers keep the app until they need the space. **Upvote, Downvote.** 6 of the 18 participants (P5, P7, P10, P14, P15, P16) said that they upvote reviews written by their team from other accounts. P7 said “We upvote the reviews put by our team and also other reviews which are positive.”

P10 said that his team downvote negative reviews of the apps they target, in order to trigger Google’s filtering mechanism, thus remove those reviews. P7 said “We provide upvote and downvote services to move positive reviews to the top and negative to bottom.” **Singleton accounts.** P1, P2, P7, P10, P13, and P15 said they worked on jobs where they had to create accounts just to post one review and then to abandon them. P1 and P2 said that the cost of such reviews is higher, $8 and $10 respectively. The reason for this is due to the effort to create an account, which will not be amortized over multiple fake review posting activities. The reason given by the participants for being requested to do this is that Google does not filter reviews posted by singleton accounts, since its fraud detection module needs more information to build a reputation for the account. **Account blending.** 12 participants claimed to have seen jobs that required only the use of old accounts. However, P1, P2, P7, P10, P11, P13, P15 said that they have worked on jobs where they only used fresh accounts. P10 said that “We do it because Google always keeps the reviews received from new accounts.” P1, P2, P7, P16, P18 said that they regularly use a mix of old and new accounts. In §5.13 we report account creation and purchase strategies. **Noisy reviews.** P2, P3, P5, P7, P10, P13, P15 and P16 said that they do not review other apps to avoid detection. Of the physically co-located teams, only P1 said that they review products for which they have not been hired, which they pick at random. 7 participants with online and organic team members (P4, P6, P8, P11, P14, P17, P18) said that their online team members do review other apps, which they normally use in their real life. P4 said “That’s why we use real users. We don’t need to follow any strategy. The real users’ behaviors serve the purpose of authenticity. We always instruct them to use other popular apps from their accounts.”

**Device reset.** P10 said that before logging in to an account, they flush the virtual device and change its MAC address. After using the account and virtual device pair for a few days to install and review apps, they log out and repeat the process with another account. They then leave the previous account unused for 1–1.5 months: “after that interval, Google does not check that the new login is from the same MAC address as the previous one.” P13 similarly claim to stay logged in to the account for 3 days, then they reset the device (using cccleaner) before logging in to the next account. **VPN use.** P1, P3, P5, P13, P15 admitted to use VPNs, while the other 10 explicitly claimed to not use them. P3 said “We use VPN or proxy only when it is required in the job specification. For example, if I need to install from USA, we have to use USA proxy server. (sic)” **Emulator use.** P10 and P13 said that their teams use virtual devices running in laptops. The others claimed to use mobile devices or have access to real users equipped with mobile devices. **Summary.** Several of our interview participants confirmed several observations proposed in previous work: (1) ASO workers adjust their behaviors to avoid detection [24, 36, 44, 68, 74, 74], including using VPNs [58, 85], and mobile device emulators running on PCs [58, 81, 96]. However, P10 noted that improper use of VPNs can also trigger fraud filtering. (2) ASO workers also write genuine reviews, for products for which they have not been hired [24, 36, 38, 52, 74, 89]. However, this is only supported by participants who claimed to recruit and use organic ASO workers. (3) Some participants claimed to upvote their own reviews [68]. (4) Some participants also report using singleton accounts [63, 74, 76, 92, 100]. We however report a surprising motivation for this, which is not convenient, but rather a fraud detection strategy that exploits cold-start problems of Google’s fraud detector.

Further, we identified new black hat ASO behaviors, that include downvoting negative reviews to promote their filtering by Google, and the unexpected benefits of using singleton accounts. Participants revealed ingenious solutions to bypass Google-imposed verifications, and validate the user accounts that they control, with real phone numbers. They provide circumstantial support for previous work studying the underlying technical and financial capabilities of social network fraudsters [84].

Several participants reported the ability to bypass Google’s check of preventing reviews without prior app installation. However, to avoid filtering, all participants said they use a combination of app interaction, delaying of review posting, and retention installs.

Further, we conjecture that the claimed use of a blend of older with newly created accounts, enables ASO workers to replenish or increase their base of accounts controlled, build the reputation of older accounts, and reduce chances of detection of lockstep behaviors (§5.8) and the use of singleton accounts.

### 5.6 Review Burst vs. Campaign Length

We now present findings on the timing of the review process. 16 interview participants claimed to have seen jobs (1–45 in the past month) that specify how many reviews per day the workers should post. For instance, P5 said that “Most buyers don’t want to get all the reviews in a single day. They want a slow rate, like 2–3 reviews each day. To maintain this rate, they provide the review text on a daily basis.” However, P6 also said that “some developers with money don’t care whether reviews stay or not. They just need the number of reviews, quality doesn’t matter. They just want short-time business.”
P1, P3 and P5 reported that they suggest to the hiring developers, the rate of posting reviews. P5 said “If the developer asks for 30 reviews each day, I have to warn him that it’s harmful to his app as Google may detect this as fake. Then I’ll suggest to him that I will take 10 days to provide 30 reviews.” Most participants suggest 2–3 reviews per day, but some (e.g., P11, P14, P17, P18) recommend higher numbers, up to 30–40 reviews per day (P14).

Several participants suggested that the number of recommended daily reviews is a function of the app’s existing review count. Concretely, P6 said, “for new apps with less installs, it is better not to provide many reviews each day. But for popular apps, 20–50 reviews each day would be acceptable.”

P10 revealed a different strategy: “We provide a slow rate at the beginning. Like 1 review per day, or 5 reviews in 6–7 days. After 10 reviews we start posting 2 reviews each day. After 150 reviews we can provide 3–4 reviews each day.”

All the participants except P4 said that they have seen ASO jobs that require a duration for the review posting campaign. P6 and P15 said that this is rare, and that developers are more concerned about the total number of reviews. However, P2 said almost all the jobs he has seen in the past month, mention the campaign length. In the past month, 5 participants have seen 3–5 such jobs, 4 have seen 6–10 jobs, and 5 have seen 11–35 such jobs. 12 participants reported longest seen required campaigns of 1–6 months, and 6 participants reported campaigns of 7–18 months.

Quantitative Investigation. Figure 8(a) shows the per-worker, violin-shaped distribution of the number of reviews per day, posted from accounts controlled by the 39 ASO workers, for each targeted app. Figure 8(b) shows the violin plots for the distributions of the inter-review times (only those posted within the same day). We observe several participants, e.g., F7, F9, F10, F16, F27, F28, F31, who tend to post more reviews per day, in bursts. F1, F3, F19, F20, F23, F29, F35, F37–39 post few daily reviews, but in bursts. Others like F6, F11, F13, F23–F26, F32, F33 post few daily reviews, but space them through the day (post one every 8-9 hours).

Figure 8: (a) Per-worker distribution of the number of reviews per day for each targeted app. (b) Per-worker distribution of time difference in hours between consecutive reviews posted within one day for targeted apps. F7, F9, F10, F16, F27, F28, F31, tend to post more reviews per day, in bursts. F1, F3, F19, F20, F23, F29, F35, F37–39 post few daily reviews, but in bursts. Others like F6, F11, F13, F23–F26, F32, F33 post few daily reviews, but space them through the day (post one every 8-9 hours).

P1, P3 and P5 reported that they suggest to the hiring developers, the rate of posting reviews. P5 said “If the developer asks for 30 reviews each day, I have to warn him that it’s harmful to his app as Google may detect this as fake. Then I’ll suggest to him that I will take 10 days to provide 30 reviews.” Most participants suggest 2–3 reviews per day, but some (e.g., P11, P14, P17, P18) recommend higher numbers, up to 30–40 reviews per day (P14).

Several participants suggested that the number of recommended daily reviews is a function of the app’s existing review count. Concretely, P6 said, “for new apps with less installs, it is better not to provide many reviews each day. But for popular apps, 20–50 reviews each day would be acceptable.”

P10 revealed a different strategy: “We provide a slow rate at the beginning. Like 1 review per day, or 5 reviews in 6–7 days. After 10 reviews we start posting 2 reviews each day. After 150 reviews we can provide 3–4 reviews each day.”

All the participants except P4 said that they have seen ASO jobs that require a duration for the review posting campaign. P6 and P15 said that this is rare, and that developers are more concerned about the total number of reviews. However, P2 said almost all the jobs he has seen in the past month, mention the campaign length. In the past month, 5 participants have seen 3–5 such jobs, 4 have seen 6–10 jobs, and 5 have seen 11–35 such jobs. 12 participants reported longest seen required campaigns of 1–6 months, and 6 participants reported campaigns of 7–18 months.

Quantitative Investigation. Figure 8(a) shows the per-worker, violin-shaped distribution of the number of reviews per day, posted from accounts controlled by the 39 ASO workers, for each targeted app. Figure 8(b) shows the violin plots for the distributions of the inter-review times (only those posted within the same day). We observe several participants, e.g., F7, F9, F10, F16, F27, F28, F31, who tend to post more reviews per day, in bursts. F1, F3, F19, F20, F23, F29, F35, F37–39, tend to post more reviews per day, in bursts. F1, F3, F19, F20, F23, F29, F35, F37–39 post few daily reviews, but in bursts. Others like F6, F11, F13, F23–F26, F32, F33 post few daily reviews, but space them through the day (post one every 8-9 hours).
To investigate lockstep behaviors in the gold standard fraud data (§ 4.2), we used frequent itemset mining [23, 64] to discover sets of apps that are co-reviewed by many accounts in the same or similar order. Intuitively, a set of apps reviewed by the same, many user accounts, is said to be “frequent”. More formally, let $\mathcal{A} = \{a_1, a_2, \ldots, a_n\}$ be a set of apps, and let $\mathcal{U} = \{u_1, u_2, \ldots, u_m\}$ be a set of users in Google Play. We say that a set $A \subseteq \mathcal{A}$ is $s$-frequent if $\left| \{u \in \mathcal{U} | A \subseteq T_u \} \right| \geq s$ where $T_u = \{a \in \mathcal{A} | a \text{ is reviewed by } u \}$.

We used the A-priori algorithm [23, 57], to find per-worker maximal frequent itemsets: frequent itemsets for which none of their immediate supersets are frequent. 25 of the 39 participants had maximal frequent itemsets with $s = 0.5$. That is, they used at least half of their accounts to review common subsets of apps.

Figure 10 shows lockstep matrices for two of the ASO workers. In the lockstep matrix $M_{ij}$ of a worker, columns are user accounts controlled by the worker and rows are apps reviewed from those accounts. $M_{ij} \in [n_w]$ denotes the chronological order of the review posted by account $j$ on app $i$. $n_w$ is the total number of reviews posted by the worker to app $i$. ASO worker F7 (left) shows a nearly perfect lockstep behavior with the same set of 15 accounts used for almost all the 40 apps, and in the same order. We also see attempts at “variation”: F7 uses his accounts in exact reverse order to promote app 5. Further, for several sets of apps (black rectangles in Figure 10), F7 does not use the same set of accounts, and uses all his other accounts in the same order.

However, 14 participants exhibit less pronounced lockstep behaviors, e.g., F36 (Figure 10 right). Out of 121 apps reviewed, in only two apps, F36 used more than 50% of the 17 accounts he revealed.

Summary. 6 out of 18 interview participants claimed lockstep-indicative behaviors; 25 of the 39 quantitative study participants exhibit lockstep behaviors, some even using their accounts in the same order to review multiple apps. This is consistent with and provides evidence for assumptions made in previous work, e.g., [32, 48, 59, 71, 81, 86, 93, 94, 97, 100].

However, we also report claims (8 of 18 participants) and evidence (14 of 39 participants) of random account and device choice. We conjecture that ASO workers may adopt evasion strategies, e.g., by using different sets of accounts for different jobs, and use organic workers, less likely to be frequently active at the same time.

5.9 Timing: Fraud Event Points

Early bird fraud. 14 participants said that they have worked on recently launched apps, and either the hiring developer mentions that the app was recently launched, or that they infer this information based on the app status when posting their first review. Declared numbers range from 1–2 jobs in the past month (P1, P11) to 20–40 (P9, P10, P13). P7 said that “We even work on apps which are going to be launched soon. A few of our clients rely on our agency from pre-launch to launch and then post-launch.”

Re-hires. All 18 participants claimed to have been re-hired for apps that they previously promoted (total times $M = 186.1, SD = 190.7, Min = 15, Max = 600$). P1 said that “If the app is getting bad reviews, the developer will hire us again to get good reviews. We have seen this case for minimum 30 to 40 apps per year.” P12 said “I have around 20 regular clients. They hired me for the same app, around 40–50 times.” Further, all of the 18 participants claimed to have regular customers, who hire them to promote multiple apps.
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ous work, that (1) ASO workers tend to be hired early after app
from accounts that he
controls. We show only the workers with enough points to compute
controls. We call the inactive intervals of an ASO worker for an app, to be
the time differences between consecutive reviews that he posted to
that app, from accounts that he controls. Figure 11(b) shows the per-
worker distribution of the maximum inactive interval computed
over each app that the worker reviewed from accounts that he
controls. We show only the workers with enough points to compute
statistics. 8 workers have very short inactive intervals, thus are
more intensively active for the apps that they target. However, ASO
workers such as F3, F24, F32 and F33, have longer inactive intervals,
suggesting rehiring. For instance, we found 16 cases where the
worker was inactive for more than 8 months for an app.
Figure 11(c) plots the density function of the number of apps
uploaded by the same developer, and reviewed by the same worker,
over the 39 workers of the quantitative investigation. We observe
that the mean number of jobs assigned is 3.48, and 7 workers have
been hired by the same developer more than 10 times. We found
one developer that hired 6 workers to each promote at least 10 apps.

5.10 Review Writing
We asked interview participants about, and report findings on the
source of review text, plagiarism, and review length:
Review text source. 2 participants (P3, P4) said that they always
write their own reviews. The other participants said that they both
receive or request the review text from the developer, and they
also write their own reviews. P2 said that they receive instructions
about the reviews from the developer. P11 reported developers who
provide review samples, from which they are supposed to generate
variations. 3 participants (P7, P8, P15) said that they either prefer
or even ask the developer to provide the review text. P3 and P13
said that they study the app before writing the review. P13 claimed
to ask the developer to provide the app’s main features, which he
uses to fabricate reviews.
Review posting process. The participants revealed a mixed strat-
ey of typing the reviews directly on the device, vs. cut-and-pasting
them from a separate source. 11 of the 18 participants said that they
type the reviews directly from their devices. For instance, P5 said
that they cut-and-paste reviews if provided by the hiring developer,
otherwise they type their own (short reviews). However, P7 noted
that most devices do not allow cut-and-paste. Several participants
organize teams of remote ASO workers, thus stated that they are
not aware of their review-typing actions.
Review plagiarism: 8 participants (P1, P3, P5, P12, P13, P14, P15,
P18) denied plagiarism and self-plagiarism. P2, P4, P6, P9, P11 and
P17 however admitted to some form of plagiarism. P2 blamed it
on developers: “Yes, sometimes we copy, but only if buyers mention
the source, for example, apps hosted in other sites.” P4 said that “we
don’t copy-paste. But our reviews are short and sometimes similar.”
P16 said “We have a review data set, and we use those reviews for all
apps. Sometimes we change a the reviews hit for different apps.” P9
said that “Not exact copy-paste. But sometime we copy and modify
reviews from other apps that are similar.” P12 also complained about
some organic users, who are careless and write random comments,
e.g., “nice game” for a non-game app.
Review length: 11 participant claimed that their reviews exceed
10 words (10–40). P3 and P4 admitted that their reviews are short
(3–5 words). P4 motivated this choice: “We don’t use many words
or big sentences because Google may match the pattern. We always
use short messages like “Good app”, “Awesome”, “Fantastic”. These are
very common but easy to write and Google may not complain.” P6 argued that “if you write too long reviews, they will certainly look like
paid reviews, because real users don’t have time to post a paragraph.”

Quantitative Investigation. Figure 12 shows the empirical CDF
of the review word count over all the reviews posted by the 39
participants, and also only for F7 and F26, who wrote 542 and 771
reviews respectively, and are the ASO workers with the most distant
CDFs from one another: $\mathbb{P}(\text{Length} \leq 10 | F7) = 0.88 \gg \mathbb{P}(\text{Length} \leq 10 | F26) = 0.06$. The overall fake review word count CDF is closer
to F7, with the overall $\mathbb{P}(\text{Length} \leq 10) = 0.63$.
Further, we identified exact review duplicates among the 21,767
reviews posted by the 39 participants (§ 4.2), and sorted them by
developers request us to write a few 4, 3 and even few 1 star reviews. Nice app” (11.18), “Great app” (10.95). We note that these reviews were “good” (30.51), “Good” (27.42), “nice” (20.63), “Love it” (15.19), “app” (13.71), “Excellent” (13.26), “Awesome” (12.64), “Like it” (11.83), “Nice app” (11.18), “Great app” (10.95). We note that these reviews are short, generic, and app-agnostic. This analysis validates the survey answers by some ASO workers, that short reviews may be preferable since long reviews may trigger Google’s defenses and block their content.

Summary. Most interviewed participants said that the text of the reviews is provided by the developers, but also they can write their own reviews. Consistent with previous observations, e.g. [38, 42, 51, 52, 60, 61, 63–65, 74, 76, 96, 97, 99], several participants admitted to reuse common linguistic patterns and copy reviews across similar products. We also confirmed this finding in our quantitative study.

Further, most participants claimed to write short reviews, which is also reflected in our gold standard fraud data. Previous work, e.g., [38, 49, 51, 52, 60, 65], also made this observation, and attributed it to the fraudster lack of experience with the product. However, we also present evidence of ASO workers who post much longer reviews. We conjecture that fraud evasion can also be a factor.

5.11 Ratings

Rating choice strategies. All 18 interview participants admitted writing mostly 4 or 5-star reviews unless they receive special instructions from the developers. 8 participants (P3, P7, P8, P9, P10, P11, P14, P18) said that they receive instructions on the ratio of review ratings from the developers. For instance, P12 said that “developers request us to write a few 4, 3 and even few 1 star reviews.”

When there are no instructions on the rating distribution, several participants claimed to maintain their own ratio. For instance, P5, P16, P17 claimed to post a 10% vs. 90% ratio of 4 to 5 star reviews, P2, P10, P18 have a 20%-80% ration, P1, P9 have a 30%-70% ratio and P13 has a 40%-60% ratio. 3 participants (P6, P11, P14) said that they do not maintain any specific ratio, while P4 and P12 post only 5-star reviews.

3 participants claimed strategies to also post lower ratings, in order to avoid detection. For instance, P6 said that: “if the average rating goes up to 4.3 or 4.4, I also write a few 3-star reviews.” P7 said that “when posting more than 200 reviews, we suggest to the client to have at least 5 to 6 reviews with 3 star ratings.” P15 claimed to post a 10%-30%-70% ratio of 3, 4, 5-star reviews.

Negative campaigns. When asked if they were ever hired to post negative (1-2 star) reviews, and how many such jobs they worked on, only two participants said that they participated in such negative review campaigns. P3 had participated in only one such job, but later morally objected to it, while P4 also admitted to have worked on only a few such jobs (5-7). The other participants said that they never participated in negative campaigns. We did not ask participants how many such campaign jobs they have seen.

The gold standard fraud data we collected from 39 participants confirms that 95.52% of the 21,767 reviews posted from the accounts they control, were either 4 or 5 stars. Only 1.67% were 3-star and 2.81% were 1 or 2 star reviews.

Summary. Both interview participants and gold standard fraud data reveal the prevalence of positive ratings. This confirms observations and assumptions made in previous fraud detection work, e.g., [24, 51, 52, 63–65, 74, 93, 94]. However, we found that negative review campaigns (or negative ratings) are unpopular. Further, several interviewed participants reported rating-level detection evasion strategies, e.g., the sprinkling of neutral and negative ratings, among positive reviews.

5.12 Proof of Work

After ASO workers finish their jobs, it is expected for developers to ask for proof of work. 12 participants said that they use screenshots of their reviews. 5 participants said that they send the usernames of accounts that they used to post reviews. P6 claimed “I check my reviews for 2–3 days and then send thepermalinksthataredirect links of the review I post, or names I used to post the reviews.”

Team-level verifications. Work verifications can take place at the team level. For instance, P3 said that “[..] we ask everyone to post reviews in the team. Then I track how many reviews we provide and they also send me the screenshot. If the buyer requires the screenshots I send him those too.” P6 said that “if we get a report that any review is being deleted then we check that user’s mobile and ask him to provide a screenshot of the app installed immediately. If he fails to provide that, I flag him as a bad user and we consider him less for the next tasks.” P9 also verify that their team members do not post multiple reviews from the same device, by looking at the screenshots sent.

Follow-up. P3 said that “Sometimes, the developer keeps track of the reviews we post, and gives us 24 hours to show that the reviews are alive. If any review is deleted during this time, we have to re-post the reviews.” P7 claim to provide guarantees of reviews sticking for 5–7 days and refill deleted ones for free.

5.13 Account Creation

13 of the 18 interview participants, mentioned use of fake name generators, e.g., [6], to name their user accounts. Some of them create account names to correspond to specific geographic regions, as sometimes also requested by developers. P2 even claimed to send the chosen names to the employer for feedback. P11 claimed to use random names from Google search and P7 said that they have their own name database. P4, P7 and P14 said that their use of organic ASO workers, ensures that they use real user names.
Figure 13: Co-review graphs built over the accounts claimed to be controlled by (left) F13 and (right) F32. Edge width is proportional to the number of apps reviewed in common by the endpoint accounts. 14 accounts revealed by F13 form a clique, and on average, any two accounts reviewed 78 apps in common.

7 participants said that they add profile pictures, which they retrieve from different sources, e.g., Google search, Google Plus, pixabay.com, to make the account look more authentic. P9 said ‘After we use fake name generator to create the account name, we search the name in Google Plus and choose a profile, then we choose a random person from the list of followers and use his image for the account profile.” P10 however said that “We use no picture as picture defines your demographics. Buyers do not want this now.”

Account Creation vs. Purchase. 6 participants (P1, P3, P7, P10, P13, P16) claimed to create new accounts periodically, ranging from once a day (P10) to once a month (P16). P2 and P9 claimed to create new accounts when they don’t have enough accounts for a job, especially when the job requests accounts from a specific geographic region. P5 and P18 create new accounts when Google deletes some of their accounts. P15 create new accounts when the job requests more reviews than they can provide. 5 participants (P1, P5, P13, P17) admitted to purchase new accounts. P1 claimed to have purchased more than 10,000 accounts, while P13 claimed to have purchased 47,000 accounts. Two participants (P1 and P3) volunteered the fact that they age their new accounts (1–2 months) before using them to post reviews.

Summary. The claims of fake name generator use, provide evidence toward limited variability in naming patterns for the worker-controlled accounts, as previously assumed [85]. We identified profile photo plagiarism behaviors, but also a claimed developer-driven trend to avoid profile photos.

5.14 Validation and Efficacy of ASO

Validation of quantitative study. Collecting ground truth fraud data attributed to the workers who created it, is a difficult task. We believe that any process to obtain such ground truth data needs to involve the workers. In addition, to gain confidence in the correctness of the accounts claimed to be controlled by the 39 workers, we used co-review graphs built over the accounts claimed to be controlled by each worker: nodes are user accounts, and edges have weights that denote the number of apps reviewed in common by the end-point accounts. Figure 13 shows example co-review graphs built over the accounts revealed by F13 and F32.

Figure 14(top) shows the average co-review weight of the accounts claimed to be controlled by each of the 39 ASO workers, i.e., the ratio of the sum of all edge weights to the number of edges. Figure 14(bottom) shows the edge density of the worker co-review graphs, i.e., the ratio of the number of co-review edges to the maximum number of edges possible in that graph. The co-review graphs of 12 of the workers are cliques, i.e., any two accounts have reviewed at least one app in common. Further, the co-review graphs of 16 workers have an average weight of at least 10, up to 78.61 for F13. This is in contrast to the probability of co-rating two apps in Apple’s China App Store, of 0.163% (computed over 0.5 million random accounts) [93].

In addition, we manually investigated the accounts revealed by the 39 workers, and found multiple instances of repeated profile photos, mostly of glamorous people, and simple patterns in the account names.

Efficacy of ASO. To investigate the efficacy of the ASO strategies employed by the 39 workers who participated in our quantitative study, we look at (1) the number of accounts that they control that are active, and (2) the impact of their ASO campaigns.

Figure 15 shows the number of accounts controlled by each of the 39 workers, that are active and inactive (i.e., Google returns 404 not found error). Of the 1,164 accounts known to be controlled by the 39 workers, 120 were inactive (10.30%) in May 2019. Qualitative study participants stated that they never abandon accounts unless they are closed by Google or Google filters all their reviews. Thus, Figure 15 reveals diverse success among the 39 ASO workers, in terms of being able to keep their accounts active long term: while a majority of the workers have all their accounts still active, including the workers with more than 40 accounts, several workers had a
majority of their accounts closed. Notably, 36 out of the 47 accounts controlled by F34 are closed, as are 29 out of 35 accounts of F31.

In addition, we studied the impact of a worker on each app on which he has performed an ASO campaign. We denote the impact \( I_A \) of an ASO worker \( W \) for an app \( A \) to be the change in \( A \)'s rating during \( W \)'s active interval. Specifically, \( I_A = R_f - R_i \), where \( R_i \) is \( A \)'s "initial" average rating, i.e., before the first review posted by the worker for \( A \), from any of his accounts, and \( R_f \) is \( A \)'s "final" average rating, after \( W \)'s last review posted for \( A \). Figure 16 shows the violin plots of the distribution of impact values, over all the apps campaigned by each of the 39 ASO workers, from all the accounts that each controls. We observe diverse abilities of these workers. For workers like F7, F12, and F21, we observe only positive impact on the average ratings of all the apps that they target. Most workers however have mixed impact, with many of their targeted apps seeing up to 5 star increase in average rating during their active interval, and a few others seeing up to a 2 star drop. We observe however that overall, apps seem to benefit from the campaigns in which these workers have contributed.

We conclude that different strategies have different impact on the ability of ASO workers to avoid detection and impact the ratings of apps that they target.

Our study has several limitations. First, we do not know all the accounts controlled by the 39 ASO workers. Second, we cannot pinpoint the exact strategies that are responsible for the success to maintain accounts active or ensure that reviews are not filtered. Such an analysis would require detailed experiments that explore the impacts of altering a single feature of a fraud detection algorithm that is kept a close secret. Third, the impact that we computed, is oblivious to simultaneous campaigns being conducted by other workers on the same apps. Finally, our computed average rating of an app is imperfect, since (1) we do not have access to ratings posted without reviews, and (2) may not correctly model Google’s algorithm, that e.g., may assign weights to ratings based on perceived usefulness, fraudulence or recency [72]. We describe more limitations of our studies, in § 7.

6 DISCUSSION AND RECOMMENDATIONS

The varied capabilities, behaviors and evasion strategies claimed and exhibited by the studied participants, suggest that fraud detection solutions should cast a wider net. While some of our participants seem to fit the mold of assumptions made in previous work, we present claims and evidence of evolution, perhaps fueled by the competitive nature of the market. In this section, we propose disruption strategies for each vulnerability point identified in the fraud work flow of Figure 1, and discuss potential implications of our study’s findings, on future fraud detection and prevention solutions. The opaque nature of commercial fraud detection systems prevents us from establishing the costs and scalability of implementing the proposed recommendations, or from determining if they are already implemented. However, manual verification of statements made by ASO workers revealed several weaknesses in Google’s defense. Some of the following defenses propose to address them.

VP1: Proactive Fraud Monitoring. Recruiting WhatsApp/Facebook groups need to aggressively accept new collaborators. We verified that these communication channels are easy to infiltrate. Thus, we recommend to proactively detect campaigns at this point, and flag apps likely to receive fraudulent reviews, and suspicious accounts engaged in posting fraud.

VP2: Device Fingerprinting. We observe that device models and their per-country popularity can be used to detect reviews written from accounts claiming to be from a country where the posting device is not popular. However, this vulnerability could also be used by ASO workers to blend in with normal users, by mimicking the distribution of devices observed in Google Play.

Further, this device-model leaking bug can also be used by computer criminals to perform reconnaissance on potential victims. Figure 7(c) in shows the top 15 most popular devices, out of 11,934, that were used to post 198,466,139 reviews in Google Play. An adversary could use this bug to for instance, identify owners of device models known to be vulnerable, e.g., [27, 90]. We notified Google about the dangers of this bug, see § 4.3.

VP3: 1-to-1 Review-To-Device. Our interviews and experiments revealed that a user can download an application once, and review it as many times as the number of accounts she has logged in to the device (up to 5, claimed by, e.g., P8). We suggest enforcing that a device can be used to post only 1 review per downloaded app.

VP4: Organic Fraud Detection. We suggest the use of account activity levels to differentiate organic from inorganic (sockpuppet) accounts. Organic ASO workers are likely to use their devices continuously, like the normal users that they almost are. Sockpuppet accounts are more likely to experience inactive interludes given the dynamic of their workflow (§ 5.5). Account activity includes but is not limited to the number of apps with which the account interacts per time unit, the duration of such interactions, and the number of other Google services (maps, google drive, music, etc) to which it is subscribed. Additionally, our data and experiments reveal that some workers may even be posting only laptop-based reviews as all their reviews were written from devices of unknown models. Our study suggests that these workers are more likely to control sockpuppet accounts. This requires however future validation.

VP5: Monitor Review Feedback. An account should be able to upvote or downvote a review only if it has installed the respective app on at least one device. We verified that this is not currently enforced by Google Play. Fraud attribution (see below) can also be used to discount upvotes from accounts known to be controlled by the same ASO worker as the one that posted the review.

VP6: Verify App Install and Retention. We recommend developing protocols to verify that an app has been or is still installed on the device, e.g., before accepting a user review from that device.
While remote attestation inspired solutions (e.g., [46]) will not be secure without device TPMs, defeating such solutions will require significant investment from ASO workers.

**VP7: Account Validation and Re-validation.** The cellular provider used during account validation can also be used to detect inconsistencies with the claimed profile (e.g., location) of the user account. Further, several ASO workers mentioned using SIM cards of others to validate their accounts. Peer-opinion sites could ask users to re-validate their accounts at random login times (e.g., veiled as “improved authentication security”), especially if their validating SIM cards have also been used for other accounts.

**VP8: App Usage.** Most ASO workers suggest that they use apps before reviewing them, and keep them installed after review for a while, to mimic genuine behaviors. However, we believe (but have not investigated) that features extracted from per-app waiting times, app interaction modes and times, and post-review behaviors, are different for honest vs. fraudulent accounts, and could be used to pinpoint sockpuppet and organic fraud accounts. For instance, it is suspicious if an app receives a good review soon after it was downloaded, has received little interaction, and is quickly uninstalled. Coupled with VP6, mandating wait times to post reviews will impact the number of apps that an ASO worker device can store, thus the number of apps that a worker can target at a time.

**VP9: Mislead ASO Workers Through Fraud Attribution.** SIM cards can also help attribute sockpuppet accounts to the ASO workers who control them, see e.g., [41]. Account-to-ASO worker attribution can be used to reduce worker ability to adjust to detection [79]: to mislead ASO workers into believing that their actions are effective, peer-opinion sites could show removed fake positive reviews only to the accounts used to post them, the other accounts suspected of being controlled by the same worker, and the account of the app developer. This would force ASO workers to partition their account set into monitoring-only sets that cannot be used to post fraudulent reviews, and regular fraud-posting accounts.

**VP10: Once a Cheater, Always a Cheater.** Our qualitative and quantitative studies (§5.9) provide evidence that developers rehire ASO workers not only for the same app, but also for other apps that they develop. We recommend to monitor overlapping accounts that review sets of apps by the same developer, and redflag fraud developers early on.

7 LIMITATIONS

**Recruitment Bias.** We have not performed a complete exploration of the ASO worker universe, and cannot claim that our participants are a representative sample. Our recruitment process is biased, since we selected only candidates who (1) we could reach out to, (2) responded, (3) were English speakers, (4) were willing to participate after approving the consent form, and (5) claimed qualifying capabilities (i.e., control at least 100 accounts, have at least 1 year of ASO expertise and participated in at least 100 ASO jobs, §4.1).

For instance, out of the 560 contacted workers, 72 replied to our invitation, 25 qualified, and 18 agreed to finally participate. Thus, other workers will likely have both fewer and more capabilities than the participants in our studies. However, from the answers and data that we collected, we reveal previously unknown ASO strategies, provide insights into previously proposed defenses that may be effective against them, and report Google defense vulnerabilities.

We leave for future work an investigation into the ability of deception and more substantial financial incentives, to increase the recruitment success rate and identify novel ASO strategies. We believe that our approach is a best effort in recruiting workers, without the use of deception.

**Generalization of Results.** We have used crowdsourcing sites such as Upwork, Fiverr, Zeerk, and Peopleperhour for years, and have found them to be reliable sources of ASO activities. In addition, we have also found and used, after being pointed out by multiple ASO worker contacts, large groups in Facebook, that specialize in ASO. However, we do not claim that we were able to contact most of the active ASO workers.

The participants in our studies also claimed expertise in fake reviews and ratings in Google Maps, Apple Store, Amazon, Facebook and Twitter, fake installs in Apple App Store, fake likes and followers in Facebook and Instagram, and influential tweets in Twitter. However, we did not ask participants, questions about their strategies in other platforms. Thus, we do not claim that our findings apply to other sites or other types of ASO work.

**Validation of Findings.** Due to the sensitivity of the topic surveyed and data collected, we did not perform the quantitative and qualitative studies on the same participants. Our quantitative study is also performed only on a subset of the accounts controlled by 39 participants. We have corroborated multiple survey answers with quantitative measurements, and also manual verification by the authors. In §5.14 we describe the process we used to validate the data collected in the quantitative study. However, several participant claims are difficult to validate (e.g., team organization, size and location, capabilities, interactions with employers, number of devices controlled, etc). The particular nature of our participants, makes any suspicion on these topics, legitimate.

8 CONCLUSIONS

In this paper we present results from the first structured interview study of 18 ASO workers we recruited from 5 sites, concerning their fraud posting work in Google Play, and also a quantitative investigation with data that we collected from 39 other ASO workers recruited from the same sites. We report Google Play vulnerabilities, and new findings about the capabilities, behaviors and detection avoidance strategies claimed and exhibited by ASO workers.

Taken together, our study is limited by the difficulty to recruit participants and the sensitivity of the data. The presented findings are hence needed to be understood as situated information and not as generalized facts. Since the nature of fraud detection research involves elimination of risks and vulnerabilities, the presented findings, even with all their limitations, provide new suggestions for future research. Further, given the observed ASO worker ability to adapt, we believe that future research should focus on collecting more such information from diverse sources, to extend and ensure the continued relevance of our findings.
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A RECRUITMENT MATERIAL

We are researchers from FIU, a university in the US, looking for freelancers with provable App Search Optimization (ASO) expertise in Google Play, willing to participate in a survey. We will ask you questions about your experience working as an app search optimization (ASO) freelancer. We are conducting this survey part of an effort to increase our understanding of how the ASO process optimizes mobile apps.

Your participation in this study is confidential. We will never reveal to anyone any information that may be linked to you, including the fact that you participated in our study. Your participation is completely voluntary and you may choose to withdraw at any time or not answer questions that you do not feel comfortable answering. If you agree to participate, please send me an e-mail at mrahm031@fiu.edu.

Figure 17: Recruitment message sent to each identified ASO worker.

Figure 17 shows the recruitment message that we sent to each ASO worker that we identified. Figure 18 shows the script that we read to each ASO worker who replied to the recruitment message and qualified for our study.

Figure 18: Introduction script read by interviewer to ASO workers who responded to the recruitment message, and qualified for the study, before starting the study.