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Towards De-Anonymization of Google Play
Search Rank Fraud

Mizanur Rahman, Nestor Hernandez, Bogdan Carbunar, Duen Horng Chau

Abstract—Search rank fraud, the fraudulent promotion of products
hosted on peer-review sites, is driven by expert workers recruited online,
often from crowdsourcing sites. In this paper we introduce the fraud de-
anonymization problem, that goes beyond fraud detection, to unmask
the human masterminds responsible for posting search rank fraud in
peer-review sites. We collect and study data from crowdsourced search
rank fraud jobs, and survey the capabilities and behaviors of 58 search
rank fraud workers recruited from 6 crowdsourcing sites. We collect
a gold standard dataset of Google Play user accounts attributed to
23 crowdsourced workers and analyze their fraudulent behaviors in
the wild. We propose DoLOS, a fraud de-anonymization system that
leverages traits and behaviors we extract from our studies, to attribute
detected fraud to crowdsourcing site workers, thus to real identities and
bank accounts. We introduce MCDense, a min-cut dense component
detection algorithm to uncover groups of user accounts controlled by
different workers, and use stylometry and supervised learning to attribute
them to crowdsourcing site profiles.

DoLos correctly identified the owners of 95% of fraud worker-
controlled communities, and uncovered fraud workers who promoted as
many as 97.5% of fraud apps we collected from Google Play. When
evaluated on 13,087 apps (820,760 reviews), which we monitored over
more than 6 months, DoLOs identified 1,056 apps with suspicious
reviewer groups. We report orthogonal evidence of their fraud, including
fraud duplicates and fraud re-posts. DOLOS significantly outperformed
adapted dense subgraph detection and loopy belief propagation com-
petitors, on two new coverage scores that measure the quality of de-
tected community partitions.

Index Terms—Search rank fraud, Peer-review system

1 INTRODUCTION

The developers of top ranking products in peer-review sites
like Google Play, Amazon, or Yelp receive higher rewards,
that include direct payments and ad-based revenues. Statis-
tics maintained by peer-review sites concerning user activ-
ities for a product (e.g., reviews, ratings, likes, followers,
app install counts) are known to play an essential part in
the product’s ranking [1], [2], [3]. This has created a black
market for search rank fraud, mediated by an abundance of
crowdsourcing sites, e.g., [4], [5], [6], [7], [8]. Specifically,
crowdsourcing fraud workers create or purchase hundreds
of user accounts in the peer-review site, then post activities

o Mizanur Rahman, Nestor Hernandez and Bogdan Carbunar are with FIU.
Email: {mrahm031, nhern121, carbunar}@cs.fiu.edu

e Duen Horng Chau is with Georgia Tech. Email: polo@gatech.edu

o A preliminary version of this article appears in ACM Hypertext 2018.

75%

Job Success

=1

L Q . Bangladesh
Expert In Mobile App Promotion & ASO (App store optimization),SEO,SMM
$23.00 $20k+ 106 688

Hourly Rate Hours worked

g 9 . Bangladesh

ASO Expert, App Store Optimization (iOS + Android) / SEO Consultant
$30.00 $10k+ 95 1,398

Hourly Rate Total earned Jobs Hours worked

Total earned Jobs

92%

Job Success

Social Media Marketing & App Marketing Specialist.

@ QP $100 usom

Jobs Completed

315 reviews On Budget

On Time

] . Banglat

desh Tam

Member since November 13,2013 Repeat Hire Rate

Fig. 1. Anonymized snapshots of profiles of search rank fraud workers
from Upwork (top 2) and Freelancer (bottom). Workers control hundreds
of user accounts and earn thousands of dollars through hundreds of
work hours. Our goal is to de-anonymize fraud, i.e., attribute fraud de-
tected for products in online systems, to the crowdsourcing site accounts
of the workers (such as these) who posted it.

for the products of developers who hire them, from the
accounts they control, see Figure 1.

Discouraging search rank fraud is essential to ensure
trust in peer-review sites and the products that they host.
Previous work in this area has focused on fraud detec-
tion [9], [10], [11], [12], [13], [14], [15], [16], [17], [18],
[19], [20], [21]. Most peer-review sites filter out detected
fraudulent activities [22], [23], [24]. However, a study with
58 fraud workers that we recruited from 6 crowdsourcing
sites revealed that workers with years of search rank fraud
expertise are actively contributing to such jobs, and are able
to post hundreds of reviews for a single product at prices
ranging from a few cents to $10 per review. This suggests
that fraud detection alone is unable to prevent large scale
search rank fraud.

In this paper we propose a new approach to discourage
search rank fraud. We introduce the fraud de-anonymization
problem, that aims to attribute detected search rank fraud in
a peer-review site, to the crowdsourcing site fraud workers
who posted it. Further, to understand and model search
rank fraud behaviors, we have developed a questionnaire
and used it to survey 58 fraud workers recruited from 6
crowdsourcing sites. We have collected data from search
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rank fraud jobs and worker accounts in Upwork. We have
collected a gold standard dataset of 956 user accounts in
Google Play, attributed to 23 crowdsourced workers. We
have developed a guilt-by-association process to expand
this dataset with another 1,308 user accounts, for a total
of 2,664 fraud worker-attributed accounts. We analyze the
activities performed from these accounts in the wild. We
observe and report several adversary traits, including the
existence of an expert core of fraud workers, who can control
hundreds of user accounts and post tens of daily reviews
for a single product, can change their behaviors to avoid
detection (e.g., to throttle their daily review activities and
dilute them over long time intervals), can be rehired to
promote the same product at later times, and that products
can be fraudulently promoted by multiple workers.

We leverage the identified traits to introduce DOLOS!
a system that cracks down fraud by unmasking the hu-
man masterminds responsible for posting significant fraud.
DoLOs integrates search rank fraud detection with fraud
attribution to reveal the lurking organized activities that
power the fraud, and pinpoint their human command cen-
ters. DOLOS detects then attributes fraudulent user accounts
in the online service, to the crowdsourcing site accounts
of the workers who control them. We devise MCDense, a
min-cut dense component detection algorithm that analyzes
common activity relationships between user accounts to
uncover groups of accounts, each group controlled by a
different search rank fraud worker. We then use stylometry
and supervised learning to attribute MCDense detected
groups to the crowdsourcing workers who control them.

DOLOS correctly attributed 95% of the reviews of 640
apps (that received significant, ground truth search rank
fraud) to their authors. For 97.5% of the apps, DOLOS
correctly de-anonymized at least one of the workers who
authored their fake reviews. DOLOS achieved 90% precision
and 89% recall when attributing the above 2,664 fraudu-
lent accounts to the workers who control them. Further,
MCDense significantly outperformed an adapted densest
subgraph solution.

We have evaluated DOLOS on 13,087 Google Play apps
(and their 820,760 reviews) that we monitored over more
than 6 months. DOLOS discovered that 1,056 of these apps
have suspicious reviewer groups. Upon close inspection we
found that (1) 29.9% of their reviews were duplicates and (2)
73% of the apps that had at least one MCDense-discovered
clique, received reviews from the expert core fraud workers
mentioned above. We also report cases of fraud re-posters,
accounts who re-post their reviews, hours to days after
Google Play filters them out (up to 37 times in one case).

To evaluate MCDense, we introduce two coverage
scores, p-coverage and p-SCC, that measure the quality of
detected community partitions. We adapt dense subgraph
detection [25] and loopy believe propagation [18] solutions
to the fraud de-anonymization problem. We show that MC-
Dense consistently and significantly outperforms DSG on
both coverage scores. While LBP can be used to accurately
detect fraud, it cannot determine if all the accounts detected
as fraudulent are controlled by a single or multiple workers.

1. DOLOS is a concrete block used to protect harbor walls from
erosive ocean waves.
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Fig. 2. System and adversary model. Developers upload products, on
which users post activities. Adversarial developers crowdsource search
rank fraud. Unlike fraud detection solutions, DOLOS unmasks the hu-
man workers responsible for posting search rank fraud.

In summary, we introduce the following contributions:

e Fraud de-anonymization problem formulation. Intro-
duce a new approach to combat and discourage search
rank fraud in peer-review sites.

e Study and model search rank fraud. Survey 58 fraud
workers from 6 crowdsourcing websites on fraud post-
ing capabilities and behaviors. Collect search rank
fraud jobs posted on Upwork and analyze common
bidding and winning behaviors between workers. Col-
lect gold standard fraud worker-attributed Google Play
user accounts and study their behaviors in the real
world. Extract and present fraud worker behaviors
traits.

DoLos. Exploit extracted insights to develop the first

fraud de-anonymization system. Devise MCDense, a

min-cut dense component detection algorithm to iden-

tify accounts controlled by the same worker. Use sty-
lometry to attribute detected components to the profiles
of known crowdsourcing workers.

o Evaluation. Evaluate DOLOS extensively on Google
Play data. Identify orthogonal evidence of fraud from
detected suspicious products. Develop novel commu-
nity coverage scores. Show that MCDense significantly
outperforms adapted dense subgraph and loopy be-
lieve propagation solutions, on the developed scores.

e Open source. The DOLOS and MCDense code is avail-
able for download online [26].

2 SYSTEM AND ADVERSARY MODEL

We consider an ecosystem that consists of peer-review sites
and crowdsourcing sites. Peer-review sites host accounts for
developers, products and users, see Figure 2. Developers
use their accounts to upload products. Users post activities
for products, e.g., reviews, ratings, likes, installs. Product
accounts display these activities and statistics, while user
accounts list the products on which users posted activities.

Users register mobile devices to their accounts, then
install apps on them. Users can only review apps that they
have previously installed. Reviews have a star rating (1-5)
and a text component.

The survival of mobile apps in Google Play is contingent
on their search rank. Higher ranked apps are installed
more frequently and generate more revenue, either through
ads or direct payments. While Google keeps their ranking
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Fig. 3. Statistics over 44 fraud workers: minimum, average and maximum for (a) number of reviews that a worker can write for an app, (b) price
demanded per review, (c) years of experience, (d) number of apps reviewed in the past 7 days. Workers report to be able to write hundreds of
reviews for a single app, have years of experience and are currently active. Prices range from 56 cents to $10 per review.

algorithm secret, popular belief (e.g., [3]) holds that large
numbers of positive reviews help new apps achieve higher
search rank.

Crowdsourcing sites host accounts for workers and em-
ployers. Worker accounts have unique identifiers and bank
account numbers used to deposit the money that they
earn. Employers post jobs, while workers bid on jobs, and,
following negotiation steps, are assigned or win the jobs.

We consider product developers who hire workers from
crowdsourcing sites, to perform search rank fraud, see
Figure 1. In this paper we focus on workers who control
multiple user accounts in the online system, which they use
to post fake activities, e.g., review, rate, install. We study
such workers in § 4.

3 THE FRAUD DE-ANONYMIZATION PROBLEM

Let W = {W1,.., W, } be the set of crowdsourcing worker
accounts. Let U = {Uy,..,U,, } be the set of user accounts
and let A = {44, .., A,} be the set of products hosted by
the online service, respectively. We define the fraud de-
anonymization problem as follows:

Fraud De-Anonymization Problem. Given a product A €
A, return the subset of fraud workers in W who control user
accounts in U that posted activities for A.

Unlike standard de-anonymization, which refers to the
adversarial process of identifying users from data where
their Personally Identifiable Information (PII) has been
removed, the fraud de-anonymization problem seeks to
attribute detected search rank fraud to the humans who
posted it.

A solution to this problem will enable peer-review sites
to (1) put a face to the humans who post fraud for the
products that they host, i.e., identify their banking infor-
mation and use it to pursue fraud workers, and (2) provide
proof of fraud to customers, e.g., through links to the crowd-
sourcing accounts responsible for fraud posted on products
they browse, see Figure 1. Thus, fraud de-anonymization
may provide counter-incentives both for the crowdsourcing
workers who participate in fraud jobs, and for the product
developers who recruit fraud workers.

4 A STUuDY OF SEARCH RANK FRAUD

We now describe our efforts to understand and model fraud
workers. Succinctly, we have (1) performed a user study
with fraud workers recruited from several crowdsourcing
sites, (2) collected and analyzed search rank fraud data from
Upwork, (3) collected a gold standard set of user accounts,

attributed to a worker identified from a crowdsourcing site
and (4) analyzed the behaviors exhibited by these user
accounts. We have developed our protocols to interact with
participants and collect data in an IRB-approved manner
(Approval #: IRB-15-0219@FIU and IRB-18-0077@FIU). In
the following we describe each contribution.

4.1 Motivation: Fraud Worker Capabilities

To evaluate the magnitude of the problem, we have first con-
tacted 44 workers from several crowdsourcing sites includ-
ing Zeerk (12), Peopleperhour (9), Freelancer (8), Upwork
(6) and Facebook groups (9), who advertised search rank
fraud capabilities for app markets. We asked them (1) how
many reviews they can write for one app, (2) how much they
charge for one review, (3) how many apps they reviewed in
the past 7 days, and (4) for how long they been active in
promoting apps.

Figure 3 shows statistics over the answers, organized
by crowdsourcing site. It suggests significant profits for
fraud workers, who claim to be able to write hundreds
of reviews per app (e.g., an average of 250 reviews by
Freelancer workers) and charge from a few cents ($0.56
on average from Zeerk.com workers) to $10 per review
(Freelancer.com). Workers have varied degrees of expertise
in terms of years of experience and recent participation
in fraud jobs. For instance, in recently emerged Facebook
groups, that either directly sell reviews or exchange reviews,
workers have less than 2.5 years experience, but are very
active, with more than 7 jobs in the past 7 days on average,
and are economical ($1.3 on average per review). Further,
workers from Peopleperhour and Upwork have more than
2.5 years experience and more than 3 recent jobs on average.

Subsequently, we have developed a more detailed ques-
tionnaire to better understand search rank fraud behav-
iors and delivered it to 14 fraud freelancers that we re-
cruited from Fiverr. We paid each participant $10, for a
job that takes approx. 10 minutes. The IPs from which the
questionnaire was accessed revealed that the participants
were from Bangladesh (5 participants), USA (2), Egypt (2),
Netherlands, UK, Pakistan, India and Germany (1). The
participants declared to be male, 18 - 28 years old, with di-
verse education levels: less than high school (1 participant),
high school (2), associate degree (3), in college (5), bachelor
degree or more (3).

The participants admitted an array of fraud expertise
(fake reviews and ratings in Google Play, iTunes, Amazon,
Facebook and Twitter, fake installs in Google Play and
iTunes, fake likes and followers in Facebook and Instagram,
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Fig. 4. Distribution of winning workers for search rank fraud jobs: de-
velopers hire multiple workers. More jobs are assigned to 2 or more
workers than to 1. This reveals the need for DOLOS to detect fraudulent
communities and attribute them to different fraud workers.

influential tweets in Twitter). With a focus on search rank
fraud targeting Google Play apps, we found a mix of (1)
inexperienced and experienced fraud workers: 4 out of 14
had been active less than 2 months and 6 workers had
been active for more than 1 year, and (2) active and inactive
workers: 4 had not worked in the past month, 9 had worked
on 1-5 fraud jobs in the past month, and 1 worked on more
than 10 jobs; 8 workers were currently active on 1-5 fraud
jobs, and 1 on more than 5.

Further, we observed varying search rank fraud capa-
bilities when it comes to the magnitude of the fraud on a
per-app level. For instance, 1 worker wrote at most 1 review
per app, 2 wrote 2-5 reviews, 7 workers said that they wrote
between 5 to 50 reviews per app, while 1 wrote 51 to 100
reviews. 1 worker performed less than 10 installs per job, 3
had 11 to 100 installs, 3 had 101 to 1,000 installs per job,
while 1 worker said that he performed more than 1,000
installs for a single app. 8 workers claimed access to more
than 10 mobile devices, with 1 having more than 50.

Of the 14 fraud workers surveyed, 3 admitted to working
in teams that had more than 10 members, and to sharing the
user accounts that they control, with others. 10 workers said
that they control more than 5 Google Play accounts and 1
worker had more than 100 accounts. Later in this section we
show that this is realistic, as other 23 workers we recruited,
were able to reveal between 22 and 86 Google Play accounts
that they control. Further, 4 workers said that they never
abandon an account, 5 said that they use each account until
they are unable to login, and 4 said that they use it for at
most 1 year. This is confirmed by our empirical observation
of the persistence of fraud (see end of section 4.3).

4.2 A Study of Search Rank Fraud Jobs

We identified and collected data from 161 search rank fraud
jobs in Upwork that request workers to post reviews on, or
install Google Play and iTunes apps. We have collected the
533 workers who have bid on these jobs. We call the bidding
workers that are awarded a job, winners. To achieve this, we
have developed a Python crawler to collect data both from
crowdsourcing sites and from Google Play.

Figure 4 shows the distribution of the number of winners
per search rank fraud job. One job of the 161, was awarded
to 12 workers; more jobs were awarded to 2 workers than

http://dx.doi.org/10.1109/TKDE.2020.2975170
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Fig. 5. (a) Worker co-bid graph: Nodes are Upwork workers. An edge
connects two workers who co-bid on search rank fraud jobs. We see a
tight co-bid community of workers; some co-bid on 37 jobs. (b) Worker
Co-win graph with an “expert core” of 8 workers (red), each winning
8-15 jobs. Edges connect workers who won at least one job together.
Any two workers collaborated infrequently, up to 4 jobs.
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Fig. 6. Attributed, fraud worker-controlled accounts. The numbers of
Google Play accounts revealed by the workers are shown in red. Each
worker has revealed 22-86 accounts. Guilt-by-association accounts are
shown in orange. We have collected a total of 2,664 accounts (red +
orange). One worker controls (at least) 217 accounts.

to only 1. This indicates that hiring multiple workers is con-
sidered beneficial by adversarial developers, and suggests
the need to attribute detected organized fraud activities to
human masterminds (see next section).

In order to understand the extent to which crowdsourced
workers participate in common on search rank fraud jobs,
we introduce the concepts of co-bid and co-win graphs. In
the co-bid graph, nodes are workers who bid on fraud jobs;
edges connect workers who bid together on at least one job.
The edge weights denote the number of jobs on which the
endpoint workers have bid together. In the co-win graph,
the weight of an edge is the number of fraud jobs won by
both endpoint workers.

Out of the 56 workers who won the 161 jobs, only
40 had won a job along with another bidder. Figure 5(a)
shows the co-bid graph of these 40 winners, who form
a tight community. Figure 5(b) plots the co-win graph of
the 40 winners. We observe an “expert core” of 8 workers
who each won between 8 to 15 jobs. Further, we observe
infrequent collaborations between any pair of workers: any
two workers collaborated on at most 4 jobs.

4.3 Fraud Worker Profile Collection (FPC)

We have collected a first gold standard dataset of attributed,
fraud worker controlled accounts in Google Play. For this,
we have identified and contacted 100 Upwork, Fiverr and
Freelancer workers with significant bidding activity on
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TABLE 1
Account attribution performance on gold standard fraud
worker-controlled dataset, with several supervised learning algorithms
(parameters d = 300, t = 100, v = 80, and w = 5 set through a grid
search). SVM performed best.

Algorithm | Precision | Recall | F-measure

RF 95.5%| 91.6% 93.5%
SVM 98.5%| 98.3% 98.5%
k-NN 97.1%| 96.4% 96.7%
MLP 98.6%| 98.1% 98.4%

search rank fraud jobs targeting Google Play apps. Figure 6
shows the number of accounts (bottom, red segments) re-
vealed by each of 23 most responsive of these workers: be-
tween 22 and 86 Google Play accounts revealed per worker,
for a total of 956 user accounts. We call this dataset “gold
standard”, because it is not ground truth: we do not have
complete confidence that the workers do indeed control all
of the accounts 2. However, this is a first effort to collect
attributed fraud data that balances the need to involve the
fraud workers in this process, with the need to satisfy ethical
and site terms-of-service constraints.
Fraud app dataset. To expand this data, we collected first a
subset of 640 apps that received the highest ratio of reviews
from accounts controlled by the above 23 expert core work-
ers to the total number of reviews. We have monitored the
apps over a 6 months interval, collecting their new reviews
once every 2 days. The 640 apps had between 7 to 3,889
reviews. Half of these apps had at least 51% of their reviews
written from accounts controlled by the 23 fraud workers.
In the following we refer to these, as the fraud apps.
Union fraud graph. We have collected the account data
of the 38,123 unique reviewers (956 of which are the seed
accounts revealed by the 23 fraud workers) of the fraud
apps, enabling us to build their union fraud graph: a node
corresponds to an account that reviewed one of these apps
(including worker controlled and honest ones), and the
weight of an edge denotes the number of apps reviewed in
common by the accounts that correspond to the end nodes.
We have removed duplicates: an account that reviewed mul-
tiple fraud apps has only one node in the graph. The union
fraud graph has 19,375,550 edges and 162 disconnected
components, of which the largest has 37,566 nodes.
Guilt-by-association. We have labeled each node of the
union fraud graph with the ID of the worker controlling it
or with “unknown” if no such information exists. For each
unknown node U, we decide if U is controlled by one of the
workers, based on how well U is associated with accounts
controlled by the worker. However, U may be connected to
the accounts of multiple workers (Trait 3, § 4.5).

To address this problem, we leveraged Trait 4 (see
§ 4.5) to observe that random walks that start from nodes
controlled by the same fraud workers are likely to share
significant context, likely different from the context of nodes
controlled by other workers, or that are honest. We have
pre-processed the union fraud graph to convert it into a
non-weighted graph: replace an edge between nodes u; and
u; with weight w;;, by w;; non-weighted edges between
u; and u;. We then used the DeepWalk algorithm [27] to

2. We have however verified that the workers knew the Gmail
address associated with each account
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perform 7 random walks starting from each node v in this
graph, where a walk samples uniformly from the neighbors
of the last vertex visited until it reaches the maximum walk
length (t). The pre-processing of the union graph ensures
that the probability of DeepWalk at node u; to choose node
u; as next hop, is proportional to w;;. DeepWalk also takes
as input a window size w, the number of neighbors used as
the context in each iteration of its SkipGram [27] component.
Deepwalk returns a d-dimensional representation in R? for
each of the nodes. We then used this representation as
predictor features for the “ownership” of the account U, i.e.,
the worker who controls it.

Table 1 highlights precision, recall, and F-measure
achieved by different supervised learning algorithms. We
observe that SVM reaches 98.5% F-measure which suggests
DeepWalk’s ability to provide useful features and assist
in our guilt-by-association process. We then applied the
trained model to the remaining and unlabeled accounts in
the union fraud graph obtaining new guilt-by-association
accounts for each of the 23 workers. Figure 6 shows the
number of seed and guilt-by-association accounts uncov-
ered for each of the 23 workers. We have collected 1,708
additional accounts, for a total of 2,664 accounts.
Persistence of fraud. After more than 1 year following the
collection of the 2,664 fraud worker-controlled accounts, we
have re-accessed the accounts. We found that 67 accounts
had been deleted and 529 accounts were inactive, i.e., all
information about apps installed, reviewed, +1'd was re-
moved. 2,068 accounts were active. This is consistent with
the findings from our worker survey, where 4 out of 14
surveyed workers said that they never abandon an account,
5 said that they use each account until they are unable to
login, and 4 said that they use it for at most 1 year. This
further suggests the limited ability of Google Play to identify
and block worker-controlled accounts.

4.4 Analysis of Fraud Behaviors

We study the activities performed from the accounts con-
trolled by the above 23 fraud workers, in Google Play. For
this, we have selected the 2,835 apps that have received at
least 10 reviews from the 2,664 accounts controlled by the
23 workers. We perform our analysis on these apps.

Active intervals. First, we study the active interval length of
a worker for an app: the time interval between the first and
last reviews posted from accounts controlled by the worker,
for the app. Figure 7(a) shows the per-worker distribution
of active interval durations, for the above 2,835 apps. We
observe several apps (e.g., shown with red and blue circles)
that were targeted by each of several workers, over long
time intervals (e.g., 1-2 years). We posit that workers may
be rehired several times over the years, to perform search
rank fraud. We revisit this hypothesis shortly.

Daily review capabilities. Second, we study the number
of reviews that a worker has been able to post in a single
day for a single app, from all the user accounts it controls.
Figure 7(b) shows the distribution of the number of daily
reviews posted by each of 23 fraud workers, per each app
they target. It shows that several workers had days when
they were able to post more than 38 reviews per day for one
app. The second worker posted 78 reviews in a day for one
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Fig. 7. (a) Per-fraud worker distribution of active intervals. Each point denotes the length of the active interval of the corresponding worker for a
Google Play app that he has targeted. The red dots correspond to a Google Play app, while the blue dots correspond to another app. Each of these
apps was targeted by 4 of the 23 workers. (b) Distributions of number of daily reviews posted by each worker per app. Workers 2, 12, 43 and 18
provide an average of 38 to 78 daily reviews per each app they have targeted.

app! These results corroborate the findings of our worker
survey described in § 4.1.

Active intervals vs. reviews per active day. We found,
using 3,369 (app, fraud worker) data points, that the fraud
workers who post a high number of reviews on average per
active day (e.g., 18-34), tend to target apps only for a short
time span (small active interval length), i.e., over 1-2 days.
However, these points account for only 1.6% of the data.
75% of the data points plotted correspond to active intervals
of up to 250 days. 64% of these points correspond to (app,
fraud worker) pairs where the worker wrote an average of
1 - 3 reviews per active day, 18% to 4 - 7 reviews per day
and 18% to 18-34 reviews per day. 25% (858) of the data
points correspond to active intervals of between 250 and
887 days. 72.12% of the points correspond to (app, fraud
worker) pairs where the worker wrote an average of 1 - 3
reviews per active day.

We further observed that search rank fraud workers
often “dilute” their reviews over a large number of days,
instead of posting large number of reviews over only a few
days. We believe that this is due to job requirements, which
have evolved to avoid obvious defenses employed by peer-
review systems, e.g., through detection of review spikes.

4.5 Empirical Adversary Traits

We summarize now several search rank fraud worker traits
suggested by our studies:

e Trait 1: Fraud workers control multiple user accounts
which they use to perpetrate search rank fraud.

o Trait 2: While workers have diverse search rank fraud
capabilities, crowdsourcing sites have an “expert core”
of successful workers. Many fraud workers are willing
to contribute, but few have the expertise or reputation
to win such jobs.

e Trait 3: Search rank fraud jobs often recruit multiple
workers. Thus, targeted products may receive fake
reviews from multiple workers. This suggests that in
addition to identifying fraudulent reviews, we need to
further attribute them to their authors.

o Trait 4: Any two fraud workers collaborate infrequently,
when compared to the number of search rank fraud jobs
on which they have participated, see Figure 5(b).

o Trait 5: Fraud workers and the people who hire them
evolve their strategies, to avoid detection.

o Trait 6: Fraud workers may be rehired by the same
product developer to promote the same product, sev-
eral times over the years.

e Trait 7: Fraud workers, including experts, are willing
to reveal information about their behaviors, perhaps to
convince prospective employers of their expertise.

DoOLOS exploits these traits to detect and attribute groups of
fraudulent user accounts to the fraud workers who control
them. We do not claim that the sample data from which
the traits are extracted is representative. However, in the
evaluation section we show that DOLOS can accurately de-
anonymize fraud workers.

5 FRAUD DE-ANONYMIZATION SYSTEM
5.1

We introduce DOLOS, the first fraud de-anonymization sys-
tem that integrates activities on both crowdsourcing sites
and online services. As illustrated in Figure 8, DOLOS per-
forms two tasks: (Task 1) proactively identify new fraud
workers and builds their profiles in crowdsourcing sites,
and (Task 2) process product and user accounts in online
systems to attribute detected fraud to these profiles. The
FPC module described in the previous section performs
Task 1. In the following, we focus on Task 2, which we break
into two sub-problems:

o Fraud-Component Detection Problem. Given a prod-
uct A € A, return a set of components Cy =
{C1, ..,Ck}, where any Cj—. ) consists of a subset of
the user accounts who posted an activity for A4, s.t.,
those accounts are either controlled by a single worker
in W, or are honest.

o Component Attribution Problem. Given )V and a com-
ponent C' € Cy, return the identity of the worker in WW
who controls all the accounts in the component, or L if
the accounts are not controlled by a worker.

Solution Overview
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Fig. 8. DOLOS system architecture. The Fraud Component Detection
(FCD) module partitions the co-activity graphs of apps into loosely
inter-connected, dense components. The Component Attribution (CA)
module attributes FCD detected components to worker profiles collected
by the worker Profile Collector (FPC).

Algorithm 1 MCDense: Min-Cut based Dense compo-
nent detection. We set ) to 5 and tau to 0.5.

Input: G = (U, &,,): input graph
n:= U
Output: C := {): set of node components
1. MCDense(G){
if (nodeCount(G) < n) return;
(G1, G2) = weightMinCut(G);
i (p(G1) > p(C) & plGa) > p(@))
& (p(G) < T
MCDense(G1); MCDense(G3);
else
C=CUG;
return;
end if

ORNNGT WO

DoLos’s FCD and CA modules respectively, provide solu-
tions to these sub-problems. In the following, we detail the
FCD and CA modules.

5.2 Fraud Component Detection (FCD) Module

In order to identify communities, each controlled by a
different fraud worker, we leverage the adversary Trait 4,
that the accounts controlled by one worker are likely to have
reviewed significantly more products in common than with
the accounts controlled by another worker. We introduce
MCDense, an algorithm that takes as input the co-activity
graph of a product A, and outputs its fraud components, sets
of user accounts, each potentially controlled by a different
worker. We define the co-activity graph of a product A
as G = (U,E&,), with a node for each user account that
posted an activity for A (see Figure 9 for an illustration).
Two nodes u;,u; € U are connected by a weighted edge
e(u;, uj, w;;) € Y, where the weight w;; is the number of
products on which u; and u; posted activities in common.

MCDense, see Algorithm 1, detects densely connected
subgraphs, each subgraph minimally connected to the other
subgraphs. Given a graph G = (U, &,,), its triangle density
is p(G) = %, where (V) is the number of triangles
formed by t e edges in £%.This definition differs from
Tsourakakis [25] in the DSG algorithm (see § 6.4.1). Thus,
unlike pp that can be larger than 1, p € [0, 1].

http://dx.doi.org/10.1109/TKDE.2020.2975170
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Fig. 9. Co-review graph of user accounts reviewing a popular horo-
scope app in Google Play (name hidden for privacy). Nodes are ac-
counts. 4 Upwork workers each revealed to control the accounts of
the same color. Two accounts are connected if they post reviews for
the same apps. Node sizes are a function of the account connectivity.
(b) DoLos found these 4 tightly connected groups of accounts, and
correctly attributed 3 groups to the workers controlling them.

MCDense recursively divides the co-activity graph into
two minimally connected subgraphs: the sum of the weights
of the edges crossing the two subgraphs, is minimized. If
both subgraphs are more densely connected than the initial
graph (line 4) and the density of the initial graph is below
a threshold 7, MCDense treats each subgraph as being
controlled by different workers: it calls itself recursively for
each subgraph (lines 5,6). Otherwise, MCDense considers
the undivided graph to be controlled by a single worker,
and adds it to the set of identified components (line 8).

We have used the gold standard set of accounts con-
trolled by the 23 fraud workers detailed in the previous
section, to empirically set the 7 threshold to 0.5, as the
lowest density of the 23 groups of accounts revealed by the
workers was just above 0.5.

MCDense converges and has O(|€,|[U/|?) complexity.
To see that this is the case, we observe that at each step,
MCDense either stops or, at the worst, “shaves” one node
from G. The complexity follows then based on Karger’s
min-cut algorithm complexity [28].

5.3 Component Attribution (CA) Module

Given a set of fraud worker profiles F)W and a set of fraud
components returned by the FCD module for a product 4,
the component attribution module identifies the workers
likely to control the accounts in each component. To achieve
this, DOLOS leverages the unique writing style of human
workers to fuse elements from computational linguistics,
e.g., [29], [30], and author de-anonymization, e.g., [31].
Specifically, we propose the following 2-step component
attribution process:

CA Training. Identify the products reviewed by the ac-
counts controlled by each worker W € FW. For each such
product, create a review instance that consist of all the re-
views written by the accounts controlled by W for A. Thus,
each review instance contains only (but all) the reviews
written from the accounts controlled by a single worker,
for a single product. Extract stylometry features from each
review instance of each worker, including character count,
average number of characters per word, and frequencies
of letters, uppercase letters, special characters, punctuation
marks, digits, numbers, top letter digrams, trigrams, part
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Algorithm 2 DOLOS pseudocode. Given a set of crowd-
sourcing sites and peer-review site products, identify
prolific fraud workers, accounts they control and tar-
geted apps.

Input: Prod|[ ] Products : monitored products
site[ | crowdSites : monitored sites
int ¢ : threshold account number signal expertise
Output: < F, Acc >[ ] workers : detected fraud
Prod[ ] fraudProd : detected fraud products
1. DoLOS (){
2. while (true;[do

3. (F, Acc)[ ] fraud := FPC.getSeeds(crowdSites);
4, candidates.add(fraud); CA.train(candidates);
5. for each prod in Products do

6. C := MCDense.getComponents(prod);

7. if (C.size # 0) t%en fraudProd.add(prod);
8. for each c in C do .

9. F f := CA.attribute(c, candidates);

10. UserAcc a := candidates.getAccounts(f);
11. a.add(c.accounts);

12.  for each (f,a) in candidates do

13. if (a.size > ¢) then

14. workers.add({ f, a });

15. candidates.remove(( f, a )); }

of speech (POS) tags, POS digrams, POS trigrams, word
digrams, word trigrams and of misspelled words. Train a
supervised learning algorithm on these features, that as-
sociates the feature values of each review instance to the
worker who created it.

Attribution. Let C denote the set of components returned
by MCDense for a product A. For each component C € C,
group all the reviews written by the accounts in C for
product A, into a review instance, r. Extract r’s stylometry
features and use the trained classifier to determine the
probability that r was authored by each of the workers
in FW. Output the identity of the fraud worker with the
highest probability of having authored r.

5.4 Putting It All Together

Algorithm 2 shows the pseudocode of DOLOS. DOLOS takes
as input a list of crowdsourcing sites and a list of products,
and generates a list of identified prolific fraud workers and
accounts that they are suspected to control in the online
service, along with a list of the products on which they have
performed search rank fraud.

DoOLOS uses FPC (see § 4.3) to identify a fresh set of seed
fraud from crowdsourcing sites, that consists of a new set
of crowdsourcing site workers F, along with a set of user
accounts Acc that each worker controls in the peer-review
site (Algorithm 2, line 3). It then adds this seed information
to the set of candidate fraud workers and uses it to re-train
the component attribution (CA) module (line 4).

For each product received in its input (line 5), DOLOS
uses MCDense to find the densely connected components of
its co-review graph (line 6). If it finds at least one such com-
ponent, it adds the product to the list of products targeted
by search rank fraud (line 7), then, for each component, it
uses the trained CA module to attribute the accounts in
the component (line 9), and adds the accounts to the list
of accounts controlled by the identified fraud worker (lines
10-11). At the end of this process, DOLOS plucks the expert
workers (i.e., who now control more than the threshold ¢
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user accounts) and adds them to the list of workers that it
outputs (lines 12-15).

DOLOS repeats the above steps each time FPC identifies
more seed ground truth data (line 2).

6 EMPIRICAL EVALUATION

In this section we compare the results of DOLOS on fraud
and honest apps, evaluate its de-anonymization accuracy,
and present its results on 13,087 apps. Further, we compare
MCDense with adapted dense sub-graph detection and
loopy belief propagation solutions.

6.1 Fraud vs. Honest Apps

We evaluate the ability of DOLOS to discern differences
between fraudulent and honest apps. For this, we first
selected 925 candidate apps from the longitudinal app set,
that have been developed by Google designated “top devel-
opers”. We have filtered those flagged by VirusTotal. We
have manually investigated the other apps, and selected
219 apps that (i) have more than 10 reviews and (ii) were
developed by reputable media outlets (e.g., Google, PBS,
Yahoo, Expedia, NBC) or have an associated business model
(e.g., fitness trackers). We have collected 38,224 reviews and
their associate user accounts from these apps.

Figure 10(a) compares the CDF of the number of compo-
nents (of at least 5 accounts) found by MCDense per each
of the 640 fraud apps vs. the 219 honest apps. MCDense
found that all the fraud apps had at least 1 component,
however, 70% of the honest apps had no component. The
maximum number of components found for fraud apps is
19 vs. 4 for honest apps. Figure 10(b) compares the CDF
of the maximum edge density (ratio of number of edges
to maximum number of edges possible) of a component
identified by MCDense per fraud vs. honest apps. 94.4%
of fraud apps have density more than 75% while only 30%
of the honest apps have a cluster with density larger than
0. The increase is slow, with 90% of the honest apps having
clusters with density of 60% or below. Figure 10(c) compares
the CDF of the size of the per-app densest component
found for fraud vs. honest apps. 80% of the fraud apps
vs. only 7% of the honest apps, have a densest component
with more than 10 nodes. The largest, densest component
has 220 accounts for a fraud app, and 21 accounts for an
honest app. We have manually analyzed the largest, densest
components found by MCDense for the honest apps and
found that they occur for users who review popular apps
such as the Google, Yahoo or Facebook clients, and users
who share interests in, e.g., social apps or games.

6.2 De-Anonymization Performance

We have implemented the CA module using a combination
of JStylo [32] and supervised learning algorithms. We have
collected the 111,714 reviews posted from the 2,664 at-
tributed, fraud worker controlled user accounts of § 4.3. The
reviews were posted for 2,175 apps. We have grouped these
reviews into instances, and we have filtered out those with
less than 5 reviews. The remaining total is 6,046 instances,
40 to 1,664 per worker. Figure 11(a) shows their distribution
among the 23 workers who authored them.
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DoLos attribution performance for the 1,690 instances of the 640 fraud
apps. k-NN identifies the workers responsible for 95% of the instances.

Number of apps for which DoLOS has a recall of at least 50%, 70% and
90%. k-NN identifies at least one worker for 97.5% of the 640 fraud
apps, and 90% of the workers of each of 557 (87%) of the apps.

Algo |Top1 (TPR)|Top 3 Top 5
o/ o/ -
K-NN (IBK) 1608 (95.0%)| 1645 1646 Algo |1 worker|50%-recall|70%-recall|90%-recall
RF (Random Forest)| 1487 (87.9%)| 1625 1673 RF 624 622 537 465
DT (Decision Tree) | 1126 (66.5%)| 1391 1455 SVM 574 517 325 284
NB (Naive Bayes) | 569 365%| 874 1067 L - I I
e DT 554 510 315 264
SMO 1117 68.3%| 1434 1548 NB 379 256 128 125
SMO 533 492 318 265
We have evaluated the performance of DOLOS (MC-
Dense + CA) using a leave-one-out cross validation process >
TABLE 4

over the 640 fraud apps (and their 1,690 review instances).
More specificaly, for each app A, CA extracts stylometric
features from each review instance with JStylo [32] (see
§ 5.3), then trains a supervised learning algorithm on all the
review instances minus the instances that were written for
A. During testing, DOLOS converts each fraud component
returned by MCDense for A into a review instance, that
contains the reviews written by its accounts for A. It then
uses the trained CA to determine the workers most likely
to have authored it. Thus, DOLOS trains a different classifier
for each test app.

We have used several supervised learning algorithms,
including k-nearest neighbors (k-NN), Random Forest (RF),
Decision Trees (DT), Naive Bayes (NB), Support Vector Ma-
chine (SVM), and Sequential Minimal Optimization (SMO).
Instance level performance. Table 2 shows the number of
instances correctly attributed by DOLOS (out of the 1,690
instances of the 640 fraud apps) and corresponding true
positive rate, as well as the number of instances where the
correct worker is among DOLOS’ top 3 and top 5 options.
k-NN achieved the best performance, correctly identifying
the workers responsible for posting 95% of the instances.
We observe that k-NN correctly predicts the authors of
95% of the instances. Figure 11(b) zooms into per-fraud
worker precision and recall, showing the ability of DOLOS
to identify the instances and only the instances of each of the
23 workers. For 21 out of 23 workers, the DOLOS precision
and recall both exceed 87%.

App level performance. Table 3 shows that when using k-
NN, DOLOSs correctly identified at least 1 worker per app,
for 97.5% of the fraud apps, and identified at least 90% of
the workers in each of 87% of the fraud apps. Table 4 shows

3. https:/ /en.wikipedia.org/wiki/Cross-validation_(statistics)

App level precision: the number of apps where its precision is at least
50%, 70% and 90%. The precision of DOLOS when using k-NN
exceeds 90% for 69% of the fraud apps.

Algo |50%-prec|70%-prec|90%-prec

RF 573 434 359
SVM 460 249 209
k-NN 578 483 444
DT 446 260 208
NB 217 100 99
SMO 436 264 212

that the precision of DOLOS in identifying an app’s workers
exceeds 90% for 69% of the apps.

Developer tailored search rank fraud. Upon closer inspec-
tion of the DOLOS identified clusters, we found numerous
cases of clusters consisting of user accounts who reviewed
almost exclusively apps created by a single developer. We
conjecture that those user accounts were created with the
specific goal to review the apps of the developer, e.g., by the
developer or their employees.

6.3 DoLos in the Wild

To understand how Dolos will perform in real life, we have
randomly selected 13,087 apps from Google Play, developed
by 9,430 distinct developers. We monitored these apps over
more than 6 months, and recorded their changes once every
2 days. This enabled us to collect up to 7,688 reviews per
app, exceeding Google’s one shot limit of 4,000 reviews. We
collected the data of the 586,381 distinct reviewers of these
apps, and built their co-activity graphs.

MCDense found at least 1 dense component of at least
5 accounts in 1,056 of the 13,087 apps (8%). Figure 10
compares the results of MCDense on the 1,056 apps, with
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Fig. 11. (a) Number of review instances collected from each of the 23 fraud worker. Each review instance has at least 5 reviews, written by the
accounts controlled by a single worker, for a single app. (b) DOLOS per-worker attribution precision and recall, over the 1,690 review instances of

640 fraud apps, exceed 87% for 21 out of the 23 workers.

those for the fraud and honest apps. The CDF of the number
of components found by MCDense for these “wild” apps is
closer to that of the fraud apps than to the honest apps:
up to 19 components per app, see Figure 10(a). The CDF of
the maximum density of per app components reveals that
231 of the 1,056 apps (or 21.87%) had at least 1 component
with edge density 1 (complete sub-graphs). The CDF of the
size of the densest components (Figure 10(c)) found per each
of the wild apps shows that similar to the 640 fraud apps,
few of these apps have only 0 size densest components. The
largest component found by MCDense for these apps has 90
accounts.

Validation of fraud suspicions. Upon close inspection of the
231 apps that had at least 1 component with edge density of
1 (i.e., clique), we found the following further evidence of
suspicious fraud being perpetrated. (1) Targeted by known
fraud workers: 169 of the 231 apps had received reviews
from the 23 known workers (§ 4.3). One app had received
reviews from 10 of the workers. (2) Review duplicates: 223
out of the 231 apps have received 10,563 duplicate reviews
(that replicate the text of reviews posted for the same app,
from a different account), or 25.55% of their total 41,339
reviews. One app alone has 1,274 duplicate reviews, out of a
total of 4,251 reviews. (3) Fraud re-posters: our longitudinal
monitoring of apps enabled us to detect fraud re-posters,
accounts who re-post their reviews, hours to days after
Google Play filters them out. One of the 231 apps received
37 fraud re-posts, from the same user account.

6.4 MCDense Evaluation
6.4.1 MCDense Competitors

We adapt two existing solutions to the fraud-component
detection problem and compare them against MCDense.

DSG: Adapted Densest SubGraph approach. We first com-
pare MCDense against DSG, a densest subgraph approach
that we adapt based on [25]. DSG, whose pseudocode is
shown in Algorithm 3, iteratively identifies multiple dense
subgraphs of an app’s co-activity graph G = (U, E), each
suspected to belong to a different worker. DSG peels off
nodes of G until it runs out of nodes (lines 4-11). Dur-
ing each “peeling” step, it removes the node that is least
connected to the other nodes (lines 5-6). After removing
the node, the algorithm computes and saves the density of
the resulting subgraph (lines 7-10). The algorithm returns

Algorithm 3 DSG: Densest Sub-Graph algorithm.

Input: G = (V, E): input graph
n:=|V]
Output: SG: optimum subgraph
1. Graph H :=G;
2. double r := pp(H); # holds max density
3. Graph SG := G
4. fori:=2tondo
5. v := least connected node of H;
6. H:=H- {v}
7 if (pp(H) > r) then
SG:=H;

8. = H;
9. r:= pp(H);
10. end if pp

11. end for
12.return SG;

the subgraph with the highest density. We use the triangle
density definition proposed in [25], pp = %, where t(U)
is the number of triangles formed by the vertices in U.
DSG uses this greedy strategy iteratively: once it finds the
densest subgraph D of G, DSG repeats the process, to find
the densest subgraph in G — D. The nodes in each identified
densest subgraph are well connected among themselves, but
not well connected to the nodes in the previously identified
subgraphs.
LBP: Adapted Loopy Belief Propagation approach. We
adapt a Loopy Belief Propagation approach [18] to formu-
late the problem of detecting fraudulent user accounts as a
network classification task on G. The resulting algorithm,
LBP, assigns labels to the user account nodes of the co-
activity graph. Specifically, the graph is modeled as a pair-
wise Markov Random Field (MRF) [33], where each user
account node has a random variable Y; that can take values
from the user class domain £ = {honest, fraud} (ie., the
label space), encoding the belief that the node is fraudulent.
In MRFs, the memoryless Markov property implies that
in the undirected network, the label of a node only de-
pends on its neighbors. Then, the overall joint probability
distribution is written as the normalized product of fac-
tors associated with the nodes and edges [34]: P(y) =
5 Ty, 0190 Tiv, v, e, V20 5), where y repre-
sents an assignment of labels to each of the nodes in U,
and Z is the normalization constant. ¢ : £ — R represents
the “prior probability” for each node, and ¢/ : L x £ — R*
are the “compatibility potentials”.
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Fig. 12. lllustration of p-coverage and p-SCC scores that measure the
quality of detected community partitions (shown as ovals). (a) Graph
with two workers: one controls the square nodes and one the round
nodes. The partition provides (50%,100%)-coverage and (50%,100%)-
SCC. (b) Graph with a single worker (circles). p-coverage # p-SCC:
the partition provides (100%,80%)-coverage but only (0%,80%)-SCC.

We adapt the priors ¢; and compatibility potentials 1);;
to capture the behavioral dynamics of the users in the
Google Play review ecosystem. We have experimented with
two types of priors. First, the priors are all 1/2, modeling
the lack of knowledge on the status of nodes/accounts.
Second, we chose the prior of a user node u; having label
honest to be inversely proportional to the average weight
of u;’s edges, i.e., ¢;(honest) = %, ¢i(fraud) =
1 — ¢;(honest). The results shown are over the latter ap-
proach, which proved to be more effective.

Further, the compatibility potentials v;;(y;,y;), capture
the likelihood of a node w; with assigned label y; to be
neighbor of a node u; with label y;, when u; and u; have
a link of weight w between them. We defined ;;(y;,y;) as
follows. If u; is honest, ¥;;(y;,y;) is independent of w;;.
However, when u; is “fraud” wij(yi,yj) depends on w;;:
Vii(yi = “fraud’,y; = “honest”) = §°6™ii decreases
exponentially with w;;, while v;;(y; = “fraud”,y; =
“fraud") =1 — §'°8™ii increases, where § in (0, 1).

6.4.2 Evaluation Scores

To evaluate MCDense, we introduce two coverage scores.
Let RA(A) = {a1,..,ax} denote the set of user accounts
who reviewed product A. Given the set S = {W71, .., W,,} of
workers who wrote fake reviews for A, let W; = {a;,, ..,a;, }
denote the accounts in R.A(A) that are controlled by
worker W;, i = [w]. Then, a partition of RA(A) is a set
of sets {Py,.., Py}, such that each account a; € RA(A),
i = [k], belongs to exactly one of these sets. Let H =
RA(A) \ Ui—j)Wi, be A’s “honest” reviewers, i.e., ac-
counts not known to be controlled by a worker. The set
{Wy,..,W,,, H}, forms a partition of RA(A).

LetC = {C4,..,C¢, Hc} be the partition of RA(A) of the
user accounts who reviewed an app A, returned by a fraud-
component detection algorithm: Va;, a; € C}, are considered
to be controlled by the same worker, and H¢ is the set of
accounts considered to be honest. To quantify how well the
partition C has detected the worker accounts W7, .., W,, who
targeted A, we propose the coverage measure of worker W; €
S as follows:

Definition 1. (Coverage) The coverage of worker W, € S
[W,;N(C1U..UC,)|
Wi

p € [0,1], we say that W; is “p-covered” by C if
cov;(C') > p. Then, we say that partition C provides
a (p1, p2)-coverage of the worker set S, if p; percent of
the workers in S are pa-covered by C.
Further, we introduce the single component coverage (SCC) of
a worker W; € S by a partition C:

by a partition C is cov;(C) = . Given
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Definition 2. (Single Component Coverage - SCC) The single
component coverage of a worker W; € S by a partition C =

{C1,..,C.} is SCCi(C) = maxj—iq m‘/;;f’". Given p €

[0,1], we say that W; is “p-single component covered”

(or p-SCC) by C'if SCC;(C) > p. We say that partition C

provides a (p1, p2)-SCC of the worker set S, if p; percent

of the workers in S are p;-SCC by C.

p-SCC is about precision: a worker is p-single com-
ponent covered by Alg only if at least p percent of its
accounts belong to a single component discovered by Alg.
In contrast, a worker is p-covered if p percent of its accounts
belong to any component returned by Alg. As such, p-
SCC will always be at most equal to p-coverage. Figure 12
illustrates the p-coverage and p-SCC measures on the co-
activity graphs of two apps.

6.4.3 MCDense vs. DSG

Figure 13 compares MCDense and DSG in terms of their
distributions of the p-coverage and p-SCC scores, over the
640 fraud apps. MCDense consistently outperforms DSG.
For instance, Figure 13(a) shows that 537 apps are at least
(90%+, 50%)-covered by MCDense, while only 507 apps
achieve the same coverage for DSG. The difference is even
higher for the p-SCC score: Figure 13(b) shows that 490 apps
(75%) are at least (90%+, 50%)-SCC by MCDense, that is, at
least 50% of the accounts controlled by 90% of the workers
belong to only one of the components returned by MCDense.
In contrast, only 383 apps are at least (90%+, 50%)-SCC by
DSG.

The difference between MCDense and DSG becomes
more pronounced as py increases to 80% and 90%. For
instance, Figure 13(c) shows that 438 apps are at least (90%+,
80%)-covered by MCDense, while only 359 apps achieve
the same coverage for DSG. Figure 13(d) compares the p-
SCC score: 409 apps (63%) are at least (90%+, 80%)-SCC
by MCDense compared to only 225 apps that are at least
(90%+, 80%)-SCC by DSG. Figure 13(e) shows that 415 apps
are at least (90%+, 90%)-covered by MCDense, while only
245 apps achieve the same coverage for DSG. Figure 13(f)
shows the p-SCC score: 381 apps (59%) are at least (90%+,
90%)-SCC by MCDense, but only less than half (188 apps)
are at least (90%+, 90%)-SCC by DSG.

6.4.4 LBP Performance

Since LBP has no information (in the form of priors) about
the accounts controlled by workers, we use it to deter-
mine which accounts are suspected of being controlled by
a worker, as those whose final fraud belief exceeds 0.5.
Figure 14 shows the box and whiskers plot of the precision
and recall values of LBP, when § ranges from 0.1 to 0.9.
We observe that recall in this case is equivalent to our p-
coverage score. In addition to precision and recall, we also
use the notion of “prevalence”: the ratio of the number of
fraud labeled accounts to the total number of the app’s ac-
counts. This enables us to determine when LBP labels all the
accounts as fraudulent. LBP achieves the best performance
when § = 0.7, with an average per-app recall exceeding 95%.

Thus, while LBP can be used to detect fake reviews, it
cannot determine if all accounts detected as fraudulent are
controlled by a single or multiple workers.
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Fig. 13. Comparison of MCDense and DSG distribution of coverage score and distribution of SCC score over 640 fraud apps. The y axis shows
the p; value, and the z axis shows the number of apps for which MCDense and DSG achieve that p; value, when (a,b) p2 = 50%, (c,d) p2 = 80%,
and (e,f) p2 = 90%. MCDense consistently outperforms DSG as it provides (a) (90%+, 50%)-coverage for 537 (83%) of the apps vs. DSG’s 506
apps, and (b) (90%+, 50%)-SCC for 490 (75%) of the apps, vs DSG’s only 383 apps, and (e) (90%+, 90%)-coverage for 415 (65%) of the apps vs.
DSG'’s 245 apps, and (f) (90%+, 90%)-SCC for 381 of the apps, vs. DSG’s 188 apps, which is half of MCDense.
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Fig. 14. LBP identification of fraudulent accounts: precision, recall and
prevalence, when ¢ = [0.1..0.9]. LBP achieves best performance when
6 = 0.7, with a median precision of 69% and recall of 98%; the median
prevalence of 82% shows that these values are not achieved by labeling
all the accounts as fraudulent.

7 DISCUSSION AND LIMITATIONS

Union fraud graph complexity. Given n unique user ac-
counts, the complexity of building their union fraud graph
is O(n?): the existence of an edge and its weight, need to be
identified and computed for each pair of user accounts. The
addition or deletion of a single account to/from the union
fraud graph has O(n) complexity, as the account may have
at most n — 1 edges to the other nodes in the graph.
Unexpected fraud and generalization of results. DOLOS is
designed to work with fraud workers defined by the traits
of § 4.5. Thus, DOLOS may not be effective in identifying
and attributing fraud posted by workers who do not share
these traits.

Further, we performed our experiments using data we
collected from Google Play. We conjecture that DOLOS could
also attribute fraud to workers who target other peer-
opinion sites, e.g., Amazon, Yelp, App Store, as long as they
satisfy the traits of § 4.5. However, due to lack of data, we
cannot validate this hypothesis, and cannot claim that our
results generalize to other sites.

Automating fraud discovery. Our approach requires man-
ual interaction with fraud workers, in order to collect at-
tributed fraud, i.e., user accounts that they claim to control.
While it would be desirable to fully automate fraud attri-
bution efforts, we note that informed consent is required to
interact with and collect data from human workers. Com-
mercial peer-opinion sites may use alternative techniques
to automatically attribute accounts to workers, e.g., through
duplicate IP addresses used during site accesses. However,
fraud workers can also use VPNs to de-anonymize their
access. We leave an investigation into ethical and automatic
collection of attributed fraud for future work.

Answer validation. Our studies involving fraud workers
assume that their answers are truthful. While we verified
that workers knew the Gmail accounts associated with
the accounts that they claimed to control, we have less
confidence in answers to questions about, e.g., the number
of reviews they can write, fraud experience and number
of apps reviewed in the past week (shown in Figure 3).
Fraud workers may have incentives to exaggerate expertise.
Future work may investigate protocols to validate answers
provided by fraud workers.

8 RELATED WORK

This article significantly extends our initial work [35] with
(1) a detailed analysis of fraud data that we collected from
23 crowdsourced workers, an extension of the results of
our study on search rank fraud jobs, and additions to the
extracted adversarial traits, (2) the addition of p-SCC, a new
coverage score, (3) pseudocode for DOLOS and DSG, (4)
significant new comparison of MCDense and DSG, both for
the previous p-coverage and the new p-SCC score, and (5)
the introduction of a Loopy Belief Propagation algorithm
adapted to the fraud detection problem, and its evaluation.
Fraud detection in peer-review sites. Yang et al. [36]
showed that “criminal” Twitter accounts tend to form small-
world social networks. Mukherjee et al. [11], [14] confirmed
this finding and introduced features that identify reviewer
groups, who review many products in common but not
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much else, post their reviews within small time windows,
and are among the first to review the product.

Beutel et al. [37] proposed CopyCatch, a system that
identifies lockstep behaviors, i.e., groups of user accounts that
act in a quasi-synchronized manner, to detect fake page
likes in Facebook. Chen et al. [9] identify clusters of apps
in Apple’s China App store, that have been promoted in a
similar fashion. Cao et al. [38] used lockstep behaviors and
insider information, to cluster user accounts and uncover
groups of malicious accounts in Facebook.

DoLOS goes beyond fraud detection, to further attribute

detected fraud to the human fraud workers in crowdsourc-
ing sites who are responsible for posting it.
Graph-based fraud detection. Previous work has used
graph based approaches to detect fraudulent behaviors,
e.g., [39], [12], [40], [19]. Ye and Akoglu [39] quantified the
chance of a product to be a spam campaign target, then
clustered spammers on a 2-hop subgraph induced by the
products with the highest chance values. Wang et. al [12]
leveraged a novel Markov Random Field to detect work-
ers in social networks via guilt-by-association on directed
graphs. Shen et al [40] introduced “k-triangles” to measure
the tenuity of account groups and proposed algorithms to
approximate the Minimum k-Triangle Disconnected Group
problem. Hooi et al. [19] have shown that workers have
evolved to hide their traces, by adding spurious reviews to
popular items. They introduced a class of “suspiciousness”
metrics that apply to bipartite user-to-item graphs, and
developed a greedy algorithm to find the subgraph with
the highest suspiciousness metric.

Wang et al. [41] used “heterogeneous review graphs”
that capture relations among reviewers, reviews and sub-
jects, and develop an iterative model to identify suspicious
reviewers. Malliaros et al. [42] exploit expansion properties of
large social graphs to build an efficient algorithm for com-
puting the robustness property of time evolving graph to
detect communities and anomalies. Faloutsos et al. [43] use
static and temporal properties (e.g. eigenspokes) of time-
evolving graphs to spot suspicious activities and process
time-evolving graphs in map-reduce environments.

DOLOS builds on the empirical observation that search

rank fraud is perpetrated by many workers who often
control hundreds of user accounts. To de-anonymize the
influential workers, DOLOS leverages co-activity graphs that
capture the frequency and intensity of common activities
posted from user accounts.
Stylometry based fraud detection and de-anonymization.
Ott et al. [29] used computational linguistics features to de-
tect deceptive TripAdvisor reviews. Lau et al. [30] proposed
a text mining model integrated into a semantic language
model to detect fake Amazon reviews. Sentiment and bias,
e.g., [44] may complement stylometry tools to help attribute
detected fraud. Overdorf and Greenstadt [31] proposed
authorship attribution methods that work across social
networks. Abbasi and Chen [45] developed Writeprints, a
system for de-anonymizing e-mail, IM, reviews and pro-
gram code. Narayanan et al. [46] proposed author de-
anonymization techniques that handle large number of
classes (100, 000 authors).

DoLos links search rank fraud to crowdsourcing site
worker accounts, thus breaks the anonymity barrier be-
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tween crowdsourcing site workers and Google Play user
accounts. DOLOS is resilient to input imprecision (due to the
false positives of its fraud component detection module).

9 CONCLUSIONS

We introduced the fraud de-anonymization problem for
search rank fraud in online services. We have collected
fraud data from crowdsourcing sites and the Google Play
store, and we have performed user studies with crowd-
sourcing workers. We have proposed DOLOS, a fraud de-
anonymization system. DOLOS correctly attributed 95% of
the fraud detected for 640 Google Play apps, and identified
at least 90% of the workers who promoted each of 87% of
these apps. DOLOS identified 1,056 out of 13,087 monitored
Google Play apps, to have suspicious reviewer groups, and
revealed a suite of observed fraud behaviors. DOLOS sig-
nificantly outperforms adapted dense subgraph detection
and loopy belief propagation competitors, in two coverage
scores that we have developed.
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