
1 Introduction
Search rank fraud, i.e., the posting of large numbers of fake activities for products hosted in commercial
peer-opinion services such as those provided by Google, Apple, Amazon, seeks to give the illusion of
grassroots engagement, and boost financial gains [1–4], promote malware [5–9] and even assist censorship
efforts [10, 11]. Search rank fraud continues to be a significant problem [2, 12, 13], after years of investment
from service providers [14–16] and the academic community (see § 2 for related work).

Figure 1: Photo taken by a participant in a
qualitative study we conducted with professional
raters [17], with the premises and employees of
his business. Photo reproduced with permission.

We posit that one reason for this failure stems from
our misunderstanding and underestimation of the ca-
pabilities, behaviors, and strategies of the professional
raters recruited to perform search rank fraud: existing
work is built on assumptions about professional raters,
that are either extracted from small datasets of fraud,
made based on intuition, or revealed by commercial site
insiders. We have recently challenged these assumptions,
in qualitative studies that we performed with professional
raters that target Google services [17–19]. We found
raters who evolved fraud-posting strategies that circum-
vent and even exploit key assumptions made by fraud de-
tection work (§ 2). This makes some raters particularly
successful. For instance, 90% of 1,164 Google Play accounts that 39 professional raters revealed to provably
control, were still active one year later.

In this project we envision that knowledge of the authentic capabilities, behaviors and strategies em-
ployed by empirically validated raters, will enable us to develop solutions that efficiently manage and con-
tain search rank fraud, by detecting, classifying and neutralizing its effects. To realize this vision however,
we need to address several challenges:
• Fraud diversity. Fraud detection and classification solutions need to flexibly target diverse types of

fraud organizations, behaviors and strategies, such as the ones that we found in preliminary studies [17, 18].
Examples include (1) federated fraud, carried out by raters who organize in mostly static teams (see Figure 1
for a photo of a team’s brick-and-mortar offices) and post fraud from hundreds of mobile devices and tens
of thousands of user accounts that they pool, and (2) organic fraud, generated by individual operators with
personal accounts and devices, who mix fraud among genuine activities, and form ad-hoc teams.
• Binary classification is not enough. The remarkable success of fraud suggests that the current, binary

classification of activities, e.g., fake vs. honest reviews, fraudulent vs. genuine accounts, followed by the
removal of detected fraud, fails to stop prolific federated raters, who can easily create new accounts and
post new fraud. Further, the decentralized nature of organic fraud enables it to elegantly evade status quo
assumptions, e.g., that fraud produces synchronized, lockstep behaviors or suspicious activity spikes.
• Training and evaluation of developed solutions. Commercial platforms are close-sourced, and their

Terms of Service (ToS) prohibit posting fraudulent activities. However, fraud detection and classification
solutions need to be trained using large sets of ground truth data, and, importantly, need to be evaluated in
production-like environments, under real-time fraud posting conditions.
Project Contributions. We build this project on the thesis that to be effective, fraud detection and clas-
sification efforts need to involve the organizations and individuals who contribute to search rank fraud.
Therefore, we organize the project in research modules that engage with professional raters to (1) collect
ground truth knowledge and evaluate defenses, (2) develop fraud detection and classification solutions that
adapt to rater strategy changes, and (3) attribute fraud to the organizations that posted it.

More specifically, in Research Module A we leverage our finding that the behavior patterns of profes-
sional raters extend beyond the sites that they target, to notably include their use of mobile devices and user
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accounts. To address the first of the above challenges, we posit that such behavior patterns can be used to
classify fraud according to the type of rater posting it. We will build RacketStore, an app market-inspired
site and mobile app platform, to collect detailed ground truth behavior data from professional raters and
honest users.

In Research Module B we build on results from Module A to develop and evaluate the first solutions
that disentangle organic from federated fraud, and from honest behaviors. We will build realistic adversary
models that emulate observed and reported rater behaviors and constraints, and successfully circumvent
existing fraud detection solutions. We leverage the novel conjecture (based on preliminary data) that the
operation constraints of federated and organic raters impose distinguishable patterns of use of the devices
that they control, to develop an adversarial learning process that (1) trains a discriminator network to identify
fraudulent online activities, and classify them according to the characteristics of the raters who posted them,
and (2) iteratively improves a fraud generation network to produce synthetic fraud that is hard to distinguish
from honest activities.

To address the second challenge, in Research Module C we complement and extend Module B to de-
velop fraud de-anonymization solutions that further classify detected federated fraud, by attributing it to the
organizations responsible for posting it (e.g., see Figure 1), and enable us to identify the resourceful and
influential rater federations.

We will further use RacketStore to address the third challenge: recruit professional raters to install and
use RacketStore, thus evaluate developed solutions online with real raters, and monitor the evolution of
their behaviors and strategies. In addition, we will leverage RacketStore to propose a departure from the
standard retaliation approach (e.g., closing of accounts, removal of reviews), to instead develop solutions
that neutralize the effects of search rank fraud on its intended victims, i.e. the users.

1.1 Intellectual Merit
In this project we develop solutions to study, detect and prevent fraud in online services, and techniques and
platforms to evaluate developed solutions. We introduce the following novel research contributions:
RacketStore: Evaluation and fraud profiling platform. Introduce the hypothesis that professional rater
behaviors can be used to identify fraud and classify it according to the rater type. Build the first platform,
techniques and protocols, to (1) collect data about the behaviors of professional raters and honest users in
peer-opinion sites from their mobile devices, and (2) evaluate developed solutions online, using live raters,
with proven expertise in search rank fraud.
Adversarial learning based fraud classification. Model fraud generation as a constraint optimization
problem, and introduce activity sequences, timelines of constraint-satisfying actions. Develop techniques to
extract activity sequence embeddings, and develop a deep, adversarial learning approach to iteratively train
convolutional and recurrent neural networks, to disentangle organic and federated fraud from honest behav-
iors. Develop fraud generators to produce benchmark datasets of synthetic, fraudulent activity sequences
that defeat state-of-the-art defenses.
Fraud de-anonymization. Introduce fraud de-anonymization and pseudonymous rater discovery problems.
Leverage identified rater behavior patterns, the unique opportunity provided by the detailed, device-level
data collected through RacketStore, and network representation learning techniques, to develop predictors
that attribute fraud, and identify accounts and devices controlled by the same organization.
Fraud vaccines. Develop RacketStore-based solutions to neutralize the effects of search rank fraud, by
nudging users toward making safer decisions when acquiring products with peer-opinion feedback.

2 Related Work
Fraud Detection and Adversary Assumptions. State-of-the-art research on detecting peer-opinion fraud
uses machine learning to classify fake vs. honest reviews [20–36], and fraudulent vs. genuine accounts [36–
45]. Solutions are built on key assumptions about adversarial behaviors and capabilities, which include (i)
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bursty activity [22, 26, 27, 34], i.e., that raters post reviews in quick, suspicious sequences, (ii) lockstep
behaviors [31–33, 46], i.e., that raters synchronize the user of their accounts when posting reviews, (iii)
review plagiarism [20, 21, 24, 28] and distinguishability of machine vs. human generated reviews [47],
i.e., that due to human limitations, raters either copy-and-paste their reviews or use review generators, (iv)
extreme reviews and deviation [28–30, 35], i.e., that raters seek to minimize their work thus post only
extreme ratings, and (v) ratio of singleton accounts [34–36], i.e., that a promoted product often receives
many reviews from accounts specifically created for this task. However, in previous work [17], we found that
professional raters have evolved strategies to bypass defenses built based on these assumptions. Instead, in
this project we will develop fraud detection and prevention solutions that are consistent with the capabilities,
behaviors and strategies reported and inferred from real professional raters.
Modeling Online Fraud. Previous work has studied the creation of fraud in a variety of online services.
For instance, in Twitter, Thomas et al. [48, 49] investigated fraudulent account markets to monitor prices,
availability, and perpetrated fraud. They also identified suspended accounts, and studied the behavior and
lifetime of spam accounts, and the campaigns they execute. Stringhini et al. [50] studied follower markets
by purchasing followers from different merchants, and discovered patterns and detected market-controlled
accounts in the wild. In Facebook, De Cristofaro et al. [51] studied page “likes” performed by fraudster
“farms” using honeypot pages, and analyzed temporal, social and demographic characteristics of the likers.
Critical operational details of fraud markets have however remained mostly unstudied. In this project we
will instead directly engage and seek insights from professional raters, and use them to build realistic models
of fraud, synthesize evaluation data and develop next generation fraud detection and prevention techniques.

Other similar studies have different goals. To highlight the methods and prevalence of scammers, spe-
cific to Nigeria, Park et al. [52] collected three months of data using an automated system which posts
honeypot ads on Craigslist, and interacted with scammers. For instance, Portnoff et al. [53] used NLP and
ML-based methods to determine post type, product and price on cybercriminal market offerings. Further,
Wang et al. [54] used empirical crawled data to identify SEO campaigns and documented their impact on
promoting search results for several luxury brands. In contrast, the protocols that we will design to interact
with raters will seek to identify online service vulnerabilities that raters exploit, their strategies to avoid
detection, and their intrinsic weaknesses, to be exploited by the next generation of fraud detection solutions.
Collecting Training Data. Previous work has used crowdsourcing to recruit raters to write reviews for
existing venues [55, 56], purchase Twitter followers from specialized markets [50], or deploy Facebook
honeypot pages to collect fake likes [57]. Such an approach raises ethical and ToS concerns, as peer-opinion
sites forbid the creation of fraud. Instead, Yang et al. [58] collected Twitter spammers who posted links
to phishing and malware sites, while Seneviratne et al. [59] collected apps removed by app markets due to
being spam. Such techniques do not provide ground truth assurances, since they build on solutions with
inherent false positive rates. Further, we are not aware of sustained academic efforts to identify and collect
ground truth honest activities and accounts. Others, e.g., [60, 61], use datasets of fraudulent and honest
activities revealed by commercial services. The well-documented failure of commercial services to prevent
fraud casts doubts on the quality of such datasets. Instead, in this project we will build RacketStore, an
app market platform that will enable us to ethically collect fraudulent and honest data, and evaluate fraud
detection solutions that we develop, in a live environment, with real professional raters.

3 The Model
System Model. We consider general, online services with peer-opinion functions, that host accounts for
products, their developers, and users. Such systems include app markets (e.g., Google Play, Apple Store),
crowdsourced review forums (e.g., Google Maps, Amazon, Yelp, TripAdvisor), and social networks (e.g.,
Facebook, Twitter). Developers use their accounts to upload information about their products, e.g., apps,
pages, physical goods, or venues such as restaurants. Users can interact with the product from a registered
device through an activity, e.g., install, view, review, like. Certain activities, e.g., reviews or likes, are
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expected to be performed by users only for products they have previously installed, used, viewed or visited.
Most online services provide an account validation functionality, where they request the account owner
to prove control of a mobile phone, e.g., by providing its calling number, then retrieving a code sent to it
through SMS.
Search Rank. Products with higher engagement, e.g., that receive more positive reviews, installs, views, or
likes, achieve a higher search rank, become more influential, and are acquired more frequently and generate
more revenue, either through direct payments, ads or impact on public opinion. In Yelp for instance, it
was shown that a one star boost in rating, helps restaurants increase revenue by a 5-9% margin [62, 63]; in
Facebook, the top 20 fake news stories about the 2016 elections received more engagement than the top 20
real election stories from major media outlets [64].
Adversary Model. Adversarial product developers hire professional raters (or raters), i.e., specialized orga-
nizations and/or individuals, to perform search rank fraud campaigns, i.e., promote their products by posting
many stellar reviews and ratings, and create the illusion of grass-roots engagement with their products.

We build on knowledge we acquired in previous investigations [17, 19, 65], to consider a diverse ecosys-
tem of often ingenious professional raters, and avoid making strong, restrictive assumptions about their
organization structures, capabilities, skills and strategies. For instance, we found that many raters control
multiple accounts (also known as sockpuppets [38–44, 66]), ranging from only a few to thousands [17].
We further found raters that are federated, organic, and hybrid. Federated raters organize in static teams,
with hierarchies and sometimes even brick-and-mortar offices (see Figure 1), and pool resources such as
accounts and devices. Organic raters are lone individuals who use their own devices and accounts to post
commissioned reviews. We have infiltrated 16 groups hosted in Facebook (with a total of 86,717 members),
that are used by professional raters to organize and communicate. We found substantial evidence of flexible,
hybrid rater organizations: federated raters further crowdsource their search rank fraud work, by broadcast-
ing job details on such groups; organic raters collaborate through exchange reviews, by committing to write
the same number of reviews for the products promoted by others.

4 Research Plan

Figure 2: Research plan. Research Modules B and C
develop fraud detection and classification solutions
for sites with peer-opinion functionality. Research
Module A builds RacketStore, the platform to collect
ground truth data and evaluate developed solutions.

We introduce and develop fraud management solu-
tions that target validated fraud posting strategies of
professional raters. We organize this project into
3 main modules, illustrated in Figure 2: In Re-
search Module A we develop the RacketStore plat-
form, to collect detailed, ground truth behavior data
from professional raters and honest users, and pro-
vide an evaluation environment for the fraud detec-
tion solutions that we develop in Research Module
B and the fraud attribution solutions that we de-
velop in Research Module C. We employ an itera-
tive, adversarial-training approach that (1) integrates
fraud posting strategies discovered in Module A into
the solutions of Module B and C and (2) expands
ground truth datasets from evaluation efforts of de-
veloped solutions onto the platform of Module A. In the following, we detail our plans for each module.

4.1 Research Module A: Build a Training and Evaluation Platform
We will build a platform to collect training data and evaluate developed solutions.
The Problems and Preliminary Results. The current academic approach to train fraud detectors, is to
use data available from commercial peer-opinion sites. However, the documented inability of commercial
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peer-opinion sites to contain fraud [1–3, 5–11] suggests that such data is not sufficient. For instance, in
previous work on Google Play [17] we found that 90% of 1,164 accounts we verified to be controlled by 39
professional raters, were still active one year after the raters revealed them.

Further, we currently have an inaccurate and incomplete understanding of fraud: Most fraud detection
solutions are built on a few key assumptions about adversarial behaviors and capabilities (§ 2), that are
either based on intuition, extracted from small datasets of fraud, or that have been revealed by collaborators
within commercial sites, and need to be taken on faith. In a qualitative study [17] with recruited professional
raters, through semi-structured interviews consisting of 116 questions about fraud-posting capabilities and
strategies in Google Play, we found participant-revealed behaviors that circumvent key assumptions, e.g.,
lockstep behaviors [22, 29, 32–34, 67–71], suspicious activity spikes [20–22, 24, 26, 28, 31, 34, 51, 69,
72–81]) (§ 3). We also found and validated participant-revealed techniques to bypass Google-imposed
verifications, strategies to avoid detection and even leverage fraud detection to enhance fraud efficacy.

In addition, while good data is essential to any machine learning task [82–84], we do not have efficient
solutions to collect feature-rich ground truth data about the behaviors of both professional raters and honest
users in peer-opinion sites. In previous work we have collected ground truth fraud data [17, 18, 65, 85, 86],
however, not honest user activities. Further, data currently available for collection, and most existing fraud
datasets, consist only of the end-result of user activities, i.e., (fake) reviews or (sockpuppet) accounts, and
do not include background information on the users and their activities, e.g., the device used to post reviews
or how the device was used prior to posting an activity.

Lastly, but importantly, we are not aware of any existing platform that can be used to evaluate and com-
pare developed fraud detection and classification solutions under the daily operating conditions encountered
by commercial peer-opinion sites. Such an evaluation and comparison is vital to the development of new
fraud management solutions.
Approach Overview, Intuition and Novelty. In this module we will build RacketStore, the first app
market-inspired platform dedicated to collecting detailed information about the activities of honest users
and professional raters, in particular from the devices that they use to access peer-opinion sites. The intu-
ition behind this effort is that the fraud-posting constraints imposed on various types of professional raters
are likely to result in distinguishable patterns of device use. For instance, we expect and will investigate that
(1) federated raters use the devices that they pool, mostly to post fraudulent activities, (2) honest users use
their devices solely for personal purposes, while (3) organic raters use them to perform a mix of personal and
fraudulent activities. We will investigate whether this will impose observable differences between honest
users, organic raters and federated organizations, in terms of, e.g., the apps that they have installed on their
devices, and the patterns of their app and device usage.

A second fundamental goal of RacketStore, is to be the first online evaluation platform for fraud detec-
tion and classification solutions, with fraud posted in real-time by recruited raters (see § 4.2.3 and § 4.3.2).

4.1.1 Details of Proposed Work
Similar to commercial peer-opinion services, RacketStore will consist of an online site and a mobile app.
The site will implement the basic functionality of a commercial system, e.g., an app market like Google Play
(see § 3), but will not host real products and apps, including executables (i.e., apks), thus cannot be used
to distribute malware or misinformation. Instead, we will use existing tools [87, 88] to invent new product
concepts, names and logos. An early prototype of the RacketStore site is available [89].

We will further build the RacketStore mobile app, to be installed on the mobile devices of users, and
be a portal to the RacketStore site. The RacketStore app will periodically collect snapshots of device use
details, e.g., (1) the apps installed, (2) the currently used app, (3) the accounts logged in, and (4) the device
status, e.g., battery level, available memory, screen on/off, sleep mode activation, SIM card in, etc. Early
experiments with a preliminary app version, suggest that we can collect the currently used app once every
few seconds, while keeping the compressed, daily collected data under 400Kb. We will experiment with
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a broad range of mobile devices to ensure minimal impact of RacketStore on device operations, including
CPU, battery, bandwidth and required permissions. We will seek participant feedback to ensure that they
are comfortable with the required permissions and keeping RacketStore installed for several weeks.

We will recruit professional raters through specialized groups in Facebook, Whatsapp and Telegram as
we have done in [17], and also from crowdsourcing sites that specialize in fraud, e.g., [90–95], as we have
done in [19, 65, 85, 86]. In a pilot study, we contacted 16 members in the Facebook groups that we infiltrated
(see § 3), and 8 agreed to participate and installed the alpha version RacketStore app. This, together with
the high number of members in these groups (total of 86,717, § 3) provides early evidence for our ability to
recruit professional raters. Further, we will develop protocols to recruit and distinguish ground truth honest
users, who use peer-opinion sites but have never been paid to promote products. For instance, to access a
broad demographic segment, we will advertise our study using ads on sites like Instagram. We will develop
and include a short questionnaire into the RacketStore app, to determine if participants satisfy the above
conditions (e.g., education background, sites used, participation in campaigns, including white-hat ones).
We will deliver the questionnaire at the end of the study, to reduce cognitive bias.

We will develop features that capture if honest users and raters differ in the types of apps they install
(e.g., promoted apps vs. malware vs. apps that they actually use), the duration for which they keep them
installed and how they interact with them. In our previous work [17], all raters claimed to interact with
an app before promoting it, and perform some form of retention installs, i.e., keep the app installed after
reviewing it. Further, one of the above pilot study participants, had more than 10 browser apps installed
on his device. We will also explore whether the number of accounts logged in on a device differentiates
honest users and organic raters from federated raters. In our preliminary study [17], federated raters claimed
that they login in up to 5 accounts on any device that they control. However, in the above pilot study we
found raters who had up to 40 Gmail accounts logged in on a single device. We will design and conduct
semi-structured interviews with participants, after the completion of the data collection process, to help us
interpret the collected data and associate it with specific user behaviors and strategies.

In Task B.2 (§ 4.2) we detail our plan to use the collected information to train supervised learning models
to detect and classify fraud. Further, in § 4.2.3 and § 4.3.2 we describe plans to use RacketStore to evaluate
and compare developed fraud detection and de-anonymization solutions, while in § 5 we discuss plans to
use RacketStore to neutralize the effects of fraud.

4.1.2 Ethical Considerations
We will follow the best ethical practices for conducting sensitive research with vulnerable populations [96].
We will clearly declare our identity, research objective, and potential impact on the participant work without
following any sort of deception. We have IRB approval for most studies that we will conduct in this project.

RacketStore will not host real products, thus any reviews or ratings posted by participants will not
impact users. To prevent non-consenting users from using the RacketStore app, the app will ask the user
upon startup, to type a unique, 6-digit code, sent only to recruited participants. Consistent with Google and
IRB policies, the RacketStore app will present to the user a list of permissions that we request, the data that
we collect and its intended use. The user will need to consent and grant permissions, in order for the app
to start collecting data. We will use GDPR [97] and NIST [98] recommended pseudonymisation for data
processing and statistics, and other generally accepted good practices for privacy preservation.

4.2 Research Module B: Fraud Detection and Classification
The Problem and Preliminary Results. In previous work [85, 86] we have developed fraud detection
techniques that correlate detected review relations with linguistic and behavioral signals extracted from
longitudinal Google Play app data that we collected [99]. However, in [17] we have shown that some raters
have evolved behaviors that evade detection. Notably, we have documented the popularity of organic fraud,
which, due to its asynchronous nature, is much harder to detect than federated and inorganic fraud. For
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