Optimized CNN-based Diagnosis System to Detect the Pneumonia from Chest Radiographs
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Abstract—Pneumonia is a high mortality disease that kills 50,000 people in the United States each year. Children under the age of 5 and older population over the age of 65 are susceptible to serious cases of pneumonia. The United States spend billions of dollars fighting pneumonia-related infections every year. Early detection and intervention are crucial in treating pneumonia related infections. Since chest x-ray is one of the simplest and cheapest methods to diagnose pneumonia, we propose a deep learning algorithm based on convolutional neural networks to identify and classify pneumonia cases from these images. For all three models implemented, we obtained varying classification results and accuracy. Based on the results, we obtained better prediction with average accuracy of 68% and average specificity of 69% in contrast to the current state-of-the-art accuracy that is 51% using the Visual Geometry Group (VGG16 also called OxfordNet), which is a convolutional neural network architecture developed by the Visual Geometry Group of Oxford. By implementing more novel lung segmentation techniques, reducing over fitting, and adding more learning layers, the proposed model has the potential to predict at higher accuracy than human specialists and will help subsidies and reduce the cost of diagnosis across the globe.
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I. INTRODUCTION

Pneumonia or pneumonitis is an inflammatory condition that primarily affects lungs. It can cause mild to severe illness in people of all age groups. Pneumonia related infection can be caused by bacteria, virus, and in some cases fungi. Every year approximately 1 million people are hospitalized in the United States due to pneumonia related conditions [1]. According to [1], nearly 50,000 people die each year from pneumonia-related infections alone. Pneumonia mostly affects children under the age of 5 and older adult population over the age of 65. It is one of the largest causes of infectious death in children under the age of 5. Nearly 1 million children died from pneumonia-related complications in 2015 [2]. Individuals who are suffering from Human Immune Virus (HIV), diabetes, malnutrition, renal failure, cancer, or underlying lung conditions have impaired immunity and are more susceptible to complications arising from Pneumonia [3]. According to [4], ninety-two serotypes have been documented as of 2011 and the 10 most common result in 62% of invasive disease worldwide as shown in figure 1. With discovery of newer antibiotics and improved medical care, mortality rates were significantly reduced but still ranks among the top ten causes of disease resulting in death worldwide. Chest X-ray (CXR)

![Fig. 1: Pneumonia and Influenza: Age Adjusted Death Rates by Year](image)

is one of the simplest techniques involved in diagnosing pneumonia. It is the first line of approach in diagnosing any lung disorders. However, detecting pneumonia on CXR is a challenging task. It heavily relies on expertise of the physician and is subject to misdiagnosis. Clinically, chest radiograph is one of two types - posteroanterior (PA) and lateral. When patients are severely ill, anteroposterior (AP) CXR is done. Chest radiograph depends on the ability to X rays to penetrate the matter. Depending on the type of pathogen, the appearance of CXR of pneumonia patients varies. In general, radiographic signs includes increased density of the infected area due to a mixture of consolidation and atelectasis [6] as shown in figure 2. As the infection becomes severe, air bronchogram appears due to the presence of air column surrounded by consolidation and atelectasis. As a result, dark bronchioles are surrounded by white area of infiltrates. This area appears as patchy and uniform throughout the area [6]. In some cases, pleural effusion due to the presence of fluid outside the lung and in the pleural space may also develop [6]. Pneumonia quite often presents with other disease process and appear with other radiographic findings which may include atelectasis, consolidation, and pleural effusion. Therefore, diagnosis of pneumonia from CXR is a difficult process. This is even complicated in the case of acute cases of pneumonia since infiltrates are beginning to develop on CXR. With the rapid advancements in computer vision and deep learning techniques, highly efficient techniques have been introduced in image classification, recognition, and segmentation. Deep learning
techniques can also be employed in medical data analysis such as in diagnosis of abnormalities from chest radiograph. Every day, hundreds of chest radiographs are being taken in hospitals across the nation. This creates a large number of unexplored medical images and datasets. In this paper, we proposed a deep-learning algorithm that can classify an x-ray image from a pneumonia patient.

A. Research Problem

Due to the increasing antibiotic resistance of newly emerging pathogens, and aging population, the economic burden of pneumonia is expected to continue increasing [7]. The effect of this on health care is inevitable and the financial burden is increasing by the day as shown in figures 3 and 4. Since CXR is simple and a first line approach in treating pneumonia, it is a great candidate for early detection of the disease. We propose a model based on convolutional neural networks to help classify pneumonia cases from CXRs at an earlier stage. The input for this problem will be the chest radiograph and the output will be the presence or absence of pneumonia. For this reason, the research task was developed as a binary classification problem with an output \( y \in \{0, 1\} \) for the coding of 0 that indicates to no pneumonia, while 1 refers to the presence of pneumonia. For this study, we optimized the binary cross entropy loss function as follows:

\[
J(\theta) = -\frac{1}{m} \sum_{i=1}^{m} y_i \log(p(y_i)) + (1 - y_i) \log(1 - p(y_i)) \tag{1}
\]

Where \( y \) is the outcome diagnosis of pneumonia, \( p(y_i) \) is the predicted probability of having pneumonia and \( m \) is the number of radiographs analyzed in the training set.

B. Purpose of the Study

This research study focuses on providing a new paradigm for diagnosing the pneumonia from CXRs. We analyze open datasets available through the National Institute of Health consisting of 112K chest x-rays of more than 30,00 unique patients [8]. This dataset contains the CXR imagery of patients with advanced lung disease. Dataset consist of 14 different pathological findings which are pneumonia, atelectasis, cardiomegaly, consolidation, edema, effusion, emphysema, fibrosis, hernia, infiltration, mass, nodule, pleural thickening, and pneumothorax [8]. Additionally, the dataset contains CXR view type, patient gender, patient age, number of visits, original pixel spacing and original image height and width [8]. The purpose of the study is to perform analysis and implement several models using deep learning techniques to help correctly identify and classify the presence of pneumonia.

C. Contribution

This paper discusses the design and implementation of a deep learning model using convolutional neural network. Specifically, we aimed to improve the accuracy of detecting pneumonia from CXRs. For machine learning to be incorporated in areas such as predicting pneumonia, high accuracy that exceeds that of human experts are critical. As this may not be possible in the initial stages, higher accuracy along with human input can together increase the throughput. In either case, accuracy is a metric that evaluates the performance of the model. For this paper, we optimized the pneumonia detection model using pertained model available from ImageNet [9] that is a dataset of over 15 million labeled high-resolution images belonging to roughly 22,000 categories. Several notable work on the same National Institutes of Health (NIH) dataset yields...
promising results on predicting pneumonia. As seen in [8], Visual Geometry Group (VGG16 also called OxfordNet)-based model [10] yielded an accuracy of 51% [8] and ResNet-50 [11] yielded an accuracy of 63%. A 121-layer dense net model introduced by Rajpurkar et al [12] provides a better accuracy rate of 76%. Guan et al [13] improved on dense net 121 by adding attention guided layer to arrive at an accuracy rate of 78%. This work will be focusing primarily on fine tuning VGG16, ResNet-50, and Inception v3 [14] models. Additionally, all three models will be compared based on the results from a confusion matrix.

D. Motivation

Growing the health issues such as Pneumonia and Influenza, especially for children and seniors require better diagnosis methods such as computer-based solutions that aim to detect and treat those issues in early stages as possible. Also, the current advancement in the enabling technologies: hardware and software such as the computerized tomography (CT) scan [15], computer vision, machine learning, and deep learning algorithms in addition to the authors’ knowledge and expertise in the field are encouraging to propose and implement a new Pneumonia diagnosis method that provides better accuracy and precision compares to the current ones. Moreover, the proposed method is aiming to participate in creating a healthy community, then enhancing the quality of life (QoF).

E. Paper Goals and Organization

The purpose of this paper is to design and implement a novel Pneumonia diagnosis computer vision-based algorithm to decrease related health issues and costs. In addition, we increased the accuracy of the Pneumonia detection that helps physicians and medical doctors to treat that issue in early stages using a computer. The contributions of this paper are outlined as follows:

- Summarizes the related works and current techniques to detect the Pneumonia with their features, advantages, and disadvantages.
- Provides an overview of the challenges of the tradition diagnosis methods that relies on specialist visions without utilizing the advancement of computer and deep learning techniques that provide better accuracy and precision.
- Presents the need for better Pneumonia diagnosis techniques to provide faster detection and treatment in lower costs.

The remainder of this paper is organized as follows: Section II presents the related works in terms of Pneumonia diagnosis methods. Section III discusses the model description and formulation (proposed method). Section IV presents the experiments and results of the proposed Pneumonia diagnosis algorithm. Section V presents our conclusions.

II. RELATED WORKS

Deep learning methodologies are becoming very common in the field of medical image classification. This can be attributed primarily due to huge success rate of these algorithms. The challenges of early machine learning models include low accuracy which was mostly depending on the ability of feature extraction layers. Traditional Machine learning techniques uses feature extraction using techniques such as Scale Invariant Feature Transform (SIFT) [16], Speeded Up Robust Features (SURF) [17], and other methods [18].

Many of the notable and most successful works in medical image classification involved implementing deep learning algorithms such as Convolutional Neural Networks (CNN). Roth et al [19] used Computerized Tomography (CT) scan [15] results to identify and classify Lymph Node (LN) detection using CNN. They were able to obtain high classification accuracy compared to earlier approaches using boosting-based feature selection which contains many false positives [19]. As seen in [20], CNN with U-net algorithm was used for cell image segmentation and tracking. U-net, a 23-layer CNN, was introduced in 2015 by Olaf Ronneberger, Philipp Fischer, and Thomas Brox [20]. Lan et al [21] also implemented deep CNN using U-Net algorithm with the addition of Residual network to correctly identify and classify lung nodules. Residual network was introduced in 2015 by Kaiming He and Xiangyu Zhang [21]. Residual network is a deep network that uses shortcut technique to input result to bottom of the layer. This reduces the number of parameters and efficiency of the network [21]. In this project, we will be using pre-trained residual network of 50 layers deep to classify pneumonia.

Organ segmentation is another important domain of medical image analysis. Some of the organs in our body exhibits high variability anatomically, especially pancreas, liver, kidneys and heart. This makes medical image analysis a much more complex problem. As mentioned in [22], deep CNN was used for pancreatic segmentation from Computerized Tomography (CT) results. Accurate segmentation of organs is a crucial step in identifying abnormal growth or cancer in organs that exhibit high anatomical variability. Bier et al. [23] proposes a new method in detecting anatomical landmarks from X-ray images irrespective of the viewing direction. Based on the CNN model, they were able to identify 23 anatomical landmarks of pelvis from single x-ray. [22] proposed a bottom up approach, which includes dense labeling of image patches to entire organ. This method has high accuracy compared to previous segmentation of organs using random forests [22] [24]. In order to better implement a model that accurately identify lung abnormalities, correct segmentation of field of interest must be implemented. This is often a challenging task as images of lung field consist of rib cages that exhibits various bone densities, presence of clavicles, and in some cases lung field can be altered by the presence of certain lung abnormalities. [25] proposed an algorithm to segment the lungs using dynamic programming approach. This method used to extract thoracic cage boundary from several manually handcrafted boundaries. However, this approach is only been tested on smaller dataset and I am unsure on how the model performs on a larger scale. Additionally, this approach tends to fail when certain pulmonary abnormalities are present like in cases on pneumonectomy. A much better approach was implemented by
Images provided by NIH were already preprocessed in a resolution of 1024 x 1024 pixels. Dataset containing the labels were also clean with no missing values. It’s worth noting that the dataset contains only 1431 labels that indicate pneumonia. Since the label of interest is only 1.2% of the dataset, we attempted resampling the dataset to obtain a fair amount of positive and negative labels before splitting into training, validation and testing. Additionally, we attempted to augment the data with random horizontal flipping. The model was built in a sequential format. Table 1 shows the architecture of the fine-tuned model. Output from a pre-trained model was fed into the fine-tuning portion of the CNN. Feature output from pre-trained model was modified using batch normalization and was fed into three convolutional layers. Then average pooling was performed and passed through two additional convolutional layers. Output of this layer was multiplied by batch normalized result from previous result. Next, we performed global average pooling twice, one on the result of convolutional layer and another on multiplication layer, to get the average value of pixels from area of interest. These two results were used to rescale by dividing one by another to obtain the input for next dropout layer. Then, two more dense layers were added with a dropout layer in between. In the last stage, we used a sigmoid activation function. Additionally, we used binary cross entropy as loss function, Adam [31] as optimizer, and built in accuracy metric to get the result as we train. For all three pre-trained models, we employed the same approach of fine-tuning. Figure 5 displays the network architecture of proposed (fine-tuned VGG16) model. For the modeling process, we used a small training and validation batch size of 10, primarily due to the resource exhaustion of the GPU. Epochs were limited to 20 as the accuracy of the model was found to be decreasing on higher values. The result of the model was used in plotting the changes in accuracy and loss for each epoch on both training and validation values. Finally, the predicted outcome was calculated, confusion metric was obtained and Receiver Operating Characteristic (ROC) curve was plotted [32]. Figure 6 shows the pseudocode used in training the proposed model.

### IV. Experiments and Results

#### TABLE I: Experimental setup

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Platform</td>
<td>Floydhub</td>
</tr>
<tr>
<td>Processor</td>
<td>Intel(R) Xeon(R) CPU E5-2650 @ 2.00GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>61GB</td>
</tr>
<tr>
<td>Graphics</td>
<td>Tesla K80 - 12 GB Memory</td>
</tr>
<tr>
<td>Operating System</td>
<td>Ubuntu</td>
</tr>
<tr>
<td>Programming Language</td>
<td>Python 3.6.5</td>
</tr>
<tr>
<td>Dataset Source</td>
<td>National Institute of Health (NIH)</td>
</tr>
<tr>
<td>Dataset Name</td>
<td>Data Entry 2017</td>
</tr>
<tr>
<td>Dataset Size</td>
<td>42.1 GB</td>
</tr>
</tbody>
</table>

#### A. Techniques Used

In the preprocessing phase, we resized the image using Python Image Library (PIL) to 224 by 224 pixel to fit the need of pre-trained models and reduce the computational time. For the Inception v3 model, we reshaped the image to 299 by 299 to fit the Keras input requirements. Inception v3 is a 48-layer CNN. For this project, we implemented three models that are: VGG16, ResNet-50, and Inception v3. All models were pre-trained and weights obtained from ImageNet were used. We used pre-trained features to fine tune the last layers to suit our objective. All modeling was done using the Keras library [33] with a TensorFlow [34] in the backend. Due to the increased needs of computational power, we used Jupiter notebook available through the cloud-based platform called Cloud Platform Floydhub.
All computational task ran on Tesla K80 GPU with TensorFlow v. 1.5.

For this study we had to resample the dataset primarily due the low positive labels of Pneumonia. First, we obtained a more balanced dataset by stratifying based on patient gender and pneumonia. We obtained 1431 label that were positive for pneumonia. Remaining 110,689 labels were under the negative class. After obtaining a more balanced dataset, we resample again with replacement to obtain 2000 positively and 2000 negatively labeled training sample. Figure 5 shows used CNNs in proposed work. After sampling, images were augmented and finally resized based on the need of appropriate models, and modeling was performed.

B. Results

Figure 6 shows the confusion matrix result of pneumonia classification done on all three models. Inception v3 model showed a test accuracy of 53% in correctly classifying the labels. Meanwhile ResNet-50 showed much better test accuracy of 58%. Among all three models, the proposed (fine-tuned VGG16) demonstrates the most test accuracy of 75%. Among all three model, test sensitivity of the proposed model was found to be highest at 76% and specificity was found to be highest for ResNet-50 model at 73%. The sensitivity refers to the probability that a test result will be positive when the disease is present (true positive rate, expressed as a percentage), while the specificity denotes to the probability that a test result will be negative when the disease is not present (true negative rate, expressed as a percentage). Sensitivity also called as true positive rate, is the proportion of correct labels that were accurately identified to have pneumonia. Similarly, specificity also called as true negative rate, is the proportion of correct labels that were accurately identified to have no pneumonia. It needs to be noted that we give more importance to specificity than sensitivity. This is because our model aims to increase the workflow of doctors. Therefore, we want high rate of identifying pneumonia while missing only a few cases of actual pneumonia. Precision for Inception v3 model was found to be lowest at 86% and ResNet-50 model showed the highest precision of 92%. Precision tells us how often the prediction of pneumonia is correct.

F1-score was found to be comparably same for all three models and this was not included in the results figure. It measures the accuracy of the model. Figure 7 shows the ROC curve for all three models. It shows the trade-off between sensitivity and specificity. Area under the curve of ROC is a measure on the accuracy of the test. For Inception model displayed lowest area under the curve while ResNet-50 showed highest. Some of the models did exhibit some signs of overfitting during the modeling process. This is evident upon closely observing the validation and training results of various models in figure 6. Implementing same fine-tuning approach for all three model could be one reason behind overfitting. More hyper parameter optimization must be done in future to improve the accuracy of ResNet-50 and inception model. Figure 10 displays the output of proposed model on nine random chest radiographs from test dataset. Class indicates actual labeled class of the image and predicted value indicates predicted probability of pneumonia.
by the model. We also compared the result with state-of-the-art results obtained on same dataset. Compared to results of similar implementation in recent literature VGG16 and ResNet-50 model showed better AUC as shown in the Figure 11. However, more novel approaches such as fine-tuning using dense 121-layer CNN model, and attention guided CNN model show more accurate results at the cost of complexity.

V. CONCLUSIONS

Pneumonia is an infectious disease that has tormented humanity for ages. Even with the significant advancement in technology, pneumonia is still listed among the top 10 causes of death in the world. Early and accurate interventions are critical for treating pneumonia. Chest x-ray is one of the cheapest and most widely used diagnostic tool in identifying pneumonia and other lung abnormalities. With the surprising advancements in new deep learning approaches, we have proposed a new tool that can help improve diagnostic accuracy of pulmonary abnormalities from chest radiograph. Throughout this project, we have implemented computer aided diagnostic of pneumonia using the most common deep learning approach known as convolutional neural network (CNN). In this model user will input the x-ray image and model will output the correct classification label for pneumonia with an average accuracy of (68%) and average specificity of (69%) in contrast to the current state-of-the-art accuracy that is (51%). All of the results were obtained for data sets provided by NIH [7]. Therefore, the proposed model is more efficient and accurate in contrast to the state-of-the-art models.
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Fig. 12: Accuracy, Specificity, Precision, and Sensitivity of the three datasets: Training, Cross-Validation, and Test using Proposed, Inception v3, and ResNet-50 models
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