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Distributed Computation

APACHE

Spark is a computing platform designed to be fast and Spr’(
general-purpose.




Data Warehousing | l I

Amazon Redshift is a fully managed, petabyte-scale data
warehouse service in the cloud. Amazon Redshift




Visualization

Tableau is a Business Intelligence tool for visually analyzing data.
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Cloud Computing

e Cloud computing is shared pools of configurable computer system resources and
higher-level services that can be rapidly provisioned with minimal management
effort, often over the Internet.

e Third-party cloud providers enable organizations to focus on core tasks instead of
expending resources on computer infrastructure and maintenance.
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aws.amazon.com
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/ Build and run your applications and services without thinking
about servers

Lightsail AWS Fargate Batch Processing at Any Scale 90,000+ Databases Migrated to AWS
Everything you need to get started on Run containers without managing servers Run hundreds of thousands of jobs on Save time & cost—migrate to fully
AWS—for a low, predictable price EC2, fully managed by AWS Batch managed databases
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AWS services
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Helpful tips

Manage your costs

e Analytics

Monitor your AWS costs, usage, and

reservations using AWS Budgets. Start now

Create an organization

Use AWS Organizations for policy-based

ple AWS accounts. Start

e Database
- Redshift
-RDS

Explore AWS

Machine Learning with Amazon SageMaker

The fastest way to build, train, and deploy machine learning

models. Learn more. (7'

Amazon Relational Database Service (RDS)
RDS manages and scales your database for you. RDS
supports Aurora, MySQL, PostgreSQL, MariaDB, Oracle,
and SQL Server. Learn more.

AWS Fargate Runs Containers for You
AWS Fargate works with Amazon ECS to run and scale your
containers for you. Pay only for the compute resources you
need, scale quickly, and run any size application

Learn more. (%'

AWS Marketplace
Find, buy, and deploy popular software products that run on
AWS. Learn more. (7
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Ry +ableau Products Solutions Learning Community Support About PRICING  SIGNIN

Upgrade to Tableau 2018.3 for heatmaps, set actions, and more!

Changing the way you think about data

zf‘.
o=

Harness the power of your data. Unleash the potential of your people.

https://www.tableau.com
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Distributed Computation with Spark
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/' Build and run your applications and services without thinking
about servers

Lightsail AWS Fargate Batch Processing at Any Scale 90,000+ Databases Migrated to AWS
Everything you need to get started on Run containers without managing servers Run hundreds of thousands of jobs on Save time & cost—migrate to fully
AWS—for a low, predictable price EC2, fully managed by AWS Batch managed databases s APACHE K




Apache Spark

eSpark is a Big Data Processing Engine — a Fast, General-
Purpose, Cluster-computing Platform.

eHandles the Scheduling, Distribution, and Monitoring of
applications spanning many worker machines.

eHas a Rich API to distribute data across the cluster, and
process it in parallel.

e Supports a variety of workloads such as Machine Learning
(MLIlib), Streaming, interactive queries, graph programming
and SQL.

e Execution Frameworks have language support for Python, R,
Java, and Scala.




Spark — Unified Stack

* The Spark project contains multiple high-level specialized
components (MLIlib, Streaming, etc.).

* Spark’s main programming abstraction are Resilient
Distributed Datasets (RDDs), a data structure distributed
across nodes that can be worked on in parallel.

* Spark’s multiple components operate on RDDs, which allows
for close interoperability and tight integration.

* Applications that use multiple processing models can be
written without high maintenance and development costs.




Spark — Main Benefits

Solve problems faster, and on a much larger scale
-Ease of Use — Rich, high level APls
-Speed — Fast parallel execution
-General Engine — Combine processing models
-Open Source — Freely Available

e Makes developing General Purpose Distributed programs easier, less
painful.

eReduces the management burden of maintaining separate tools.

e Allows the close Interoperability of high-level components




Spark Core

Spark SQL Spark Streamin MLib GraphX
e Spark Core contains the e sl yIR i 2teming machine e

basic functionality of Spark, RN b
including components for
task scheduling, memory
management, fault recovery,
interacting with storage
systems, and more. Standalone Scheduler

e Spark Core is also home to the API that defines resilient distributed datasets
(RDDs), which are Spark’s main programming abstraction.

e RDDs represent a collection of items distributed across many compute nodes that
can be manipulated in parallel.
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Spark — Data Processing

e Spark provides a simple way to parallelize applications across
clusters, and hides the complexity of distributed systems
programming, network communication, and fault tolerance.

e The system gives control to monitor, inspect, and tune
applications while allowing implementation of common tasks
quickly.

e The modular nature of the API (based on passing distributed
collections of objects) makes it easy to factor work into
reusable libraries and test it locally.




Storage Layers for Spark

e Spark can create resilient distributed datasets, RDDs, from
any file stored in the Hadoop distributed filesystem (HDFS).

e Spark also support other storage systems supported by the
Hadoop APIs (including your local filesystem, Amazon S3,
Cassandra, Hive, HBase, etc.).

olt's important to remember that Spark does not require
Hadoop.

oIt simply has support for storage systems implementing the
Hadoop APIs.

APACHE

Spark’




Spark REPL

e Spark can be used from Python, R, Java, or Scala.

e Spark itself is written in Scala, and runs on the Java Virtual Machine
(JVM).

e To run Spark on either your laptop or a cluster, all you need is an
installation of Java 6 or newer.

e |f you wish to use the Python API you will also need a Python
interpreter (version 2.6 or newer).

e You don't need to have Hadoop.
e Spark comes with interactive shells that enable ad hoc data analysis.

e Spark’s shells will feel familiar if you have used other shells such as
those in R, Python, and Scala,




pyspark (g 56K

e Python version of the Spark Shell.

Last login: Sat Oct 27 16:23:14 on ttysee3
pyspark
Python 2.7.14 (default, Mar 10 2018, 00:01:04)
[GCC 4.2.1 Compatible Apple LLVM 9.0.0 (clang-960.0.39.2)] on darwin
Type "help", "copyright", "credits" or "license" for more information.
Using Spark's default log4j profile: org/apache/spark/log4j-defaults.properties
Setting default log level to "WARN".
To adjust logging level use sc.setlLoglLevel(newLevel). For SparkR, use setlLoglLevel(newLevel).
18/10/30 18:07:42 WARN NativeCodelLoader: Unable to load native-hadoop library for your platform... using
builtin-java classes where applicable
18/10/30 18:07:48 WARN ObjectStore: Failed to get database global_temp, returning NoSuchObjectException
Welcome to

[ ] __I\_s_/_/ /_/\_\ version 2.2.0
=

Using Python version 2.7.14 (default, Mar 10 2018 00:01:04)
SparkSession available as 'spark'.
>>> i




pyspark sk

eln Spark, we express our computation through operations on distributed
collections that are automatically parallelized across the cluster.

e These collections are called resilient distributed datasets, or RDDs.

eRDDs are Spark's fundamental abstraction for distributed data and
computation.

Last login: Sat Oct 27 16:23:14 on ttysee3

P)’
Python 2.7. (dfl Mar 10 2018, 00:01:04)
[GCC 4.2. c ptbl Appl u.vnsse(l gssesssz)] d
Typ h1p copyright", "credit
Using Spark's default logdj pro f1 g/p h/p k/lgAde 1tppt
Setti gdfllgl 'ltu "WARN"
To adjust logging level use sc.setlLoglevel(newLevel). For SparkR, use setLoglevel(newLevel).
1B/1@/3@189742NARNNt Cde r: Unable to load native-hadoop library for your platform... using
builtin-java classes where applicable
1B/1@/35188748\MRNO!:] ctStore: Failed to get database global_temp, returning NoSuchObjectExceptioi

[ —l— 1]

RV B S

J— [ «—_/\os_/_f [-/\-\ version 2.2.8
1-1

Using Python version 2.7.14 (default, Mar 10 2018 00:01:04)
SparkSess'ion available as 'spark’.
>>>




RDDs

e An RDD is simply a distributed collection of elements.

e|n Spark all work is expressed as either creating new RDDs, transforming
existing RDDs, or calling operations on RDDs to compute a result.

e Spark automatically distributes the data contained in RDDs across your cluster
and parallelizes the operations you perform on them.

e An RDD in Spark is simply an immutable distributed collection of objects.

eEach RDD is split into multiple partitions, which may be computed on different
nodes of the cluster.

¢RDDs can contain any type of Python, Java, or Scala objects, including user-
defined classes.

eOnce created, RDDs offer two types of operations: transformations and actions.




RDDs

e Transformations construct a new RDD from a previous one.

e Actions compute a result based on an RDD, and either return it to
the driver program or save it to an external storage system.

e Although you can define new RDDs any time, Spark computes them
only in a lazy fashion — that is, the first time they are used in an
action.

e Spark provides two ways to create RDDs
-loading an external dataset.

- Parallelizing a collection in your driver program.




Spark Cluster

eEvery Spark application consists of a driver
program that launches various parallel
operations on a cluster.

e The driver program contains your application’s
main function and defines distributed datasets

on the cluster, then applies operations to them.

e The driver communicates with a potentially
large number of distributed workers called
executors.

e A driver and its executors are together termed
a Spark application.
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Solve problems faster, and on a Much Larger Scale




Data Warehousing with Redshift
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/' Build and run your applications and services without thinking
about servers

Lightsail AWS Fargate Batch Processing at Any Scale 90,000+ Databases Migrated to AWS
Everything you need to get started on Run containers without managing servers Run hundreds of thousands of jobs on Save time & cost—migrate to fully
AWS—for a low, predictable price EC2, fully managed by AWS Batch managed databases




Data Warehouse

e A system used for reporting and data analysis.

e Central repositories of integrated data from one or more disparate
sources.

e A data warehouse can store current and historical data in a single
place.

e "Subject-oriented, integrated, time-variant and non-volatile collection
of data in support of a decision making process”.

e The data stored in the warehouse is uploaded from different
operational systems — systems used to pre-process the data in some
way.

e Data sources can also come from clusters such as Spark and Hadoop.




Redshift

e Amazon Redshift is a fully managed, petabyte-scale data
warehouse service in the cloud.

e An Amazon Redshift data warehouse is a collection of
computing resources called nodes, which are organized into
a group called a cluster.

eEach cluster runs an Amazon Redshift engine and contains
one or more databases.

eRedshift differs from Amazon's other hosted database
offering, Amazon RDS, in its ability to handle analytics
workloads on big data datasets.

e Redshift allows you to analyze data using Business
Intelligence (BIl) tools such as Spotfire and Tableau.

+
iy

+ableau

©Spotfire’

TIBCO Software




Redshift

e Redshift is based on PostgreSQL.

e An Amazon Redshift data warehouse is an enterprise-class, relational
database query and management system.

e Amazon Redshift is built around industry-standard SQL, with added
functionality to manage very large datasets and support high-performance
analysis and reporting of that data.

e Amazon Redshift achieves efficient storage and optimum query performance
through a combination of massively parallel processing, columnar data
storage, and very efficient, targeted data compression encoding schemes.

4y




Redshift

e Redshift is based on industry-standard
PostgreSQL, so most existing SQL client
applications will work with only minimal changes.

e A cluster is composed of one or more compute
nodes.

o If a cluster is provisioned with two or more
compute nodes, an additional leader node
coordinates the compute nodes and handles
external communication.

e Your client application interacts directly only with
the leader node. Compute nodes are transparent
to external applications.
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Redshift Cluster

Composed of three (3) main elements
-Leader Node
- Compute Node

-Node Slices

Leader Node

I

Compute Node 1

32

|

Compute Node n

L]

I

e

=




Leader Node

e The leader node manages communications with client
programs and all communication with compute nodes.

e |t parses and develops execution plans to carry out database
operations, in particular, the series of steps necessary to
obtain results for complex queries.

eBased on the execution plan, the leader node compiles code,
distributes the compiled code to the compute nodes, and
assigns a portion of the data to each compute node.

e The leader node distributes SQL statements to the compute
nodes only when a query references tables that are stored on
the compute nodes.

e All other queries run exclusively on the leader node.

Leader Node




Compute Nodes

e The leader node compiles code for individual elements of the
execution plan and assigns the code to individual compute
nodes.

e The compute nodes execute the compiled code and send
intermediate results back to the leader node for final
aggregation.

e Each compute node has its own dedicated CPU, memory, and
attached disk storage, which are determined by the node type.

e As your workload grows, you can increase the compute
capacity and storage capacity of a cluster by increasing the
number of nodes, upgrading the node type, or both.

e You can start with a single 160 GB node and scale up to
multiple 16 TB nodes to support a petabyte of data or more




Node Slices

e A compute node is partitioned into slices.

eEach slice is allocated a portion of the node's memory and
disk space, where it processes a portion of the workload
assigned to the node.

e The leader node manages distributing data to the slices and
apportions the workload for any queries or other database
operations to the slices.

e The slices then work in parallel to complete the operation.

e The number of slices per node is determined by the node
size of the cluster.




Redshift Databases 1]

e User data is stored on the compute nodes. SQL clients communicate with the
leader node, which in turn coordinates query execution with the compute
nodes.

e Amazon Redshift is a relational database management system (RDBMS), so it is
compatible with other RDBMS applications.

e Although it provides the same functionality as a typical RDBMS, Amazon
Redshift is optimized for high-performance analysis and reporting of very large
datasets.

e Amazon Redshift is based on PostgreSQL 8.0.2.

e Redshift and PostgreSQL have a number of very important differences that you
need to take into account as you design and develop your data warehouse
applications.




Redshift dashboard

Clusters

console.aws.amazon.cor

Resource Groups v *

Launch cluster

L\ CamiloValdes v  N.Virginia v  Support v

Getting Started

Amazon Redshift is a powerful, fully managed cloud data warehouse service. Redshift Spectrum Getting Started with Amazon Redshift
extends the power of Redshift to query unstructured data in S3 - without loading your data into
Redshift. With a few clicks in the AWS Management Console, you can launch a Redshift cluster
and get started analyzing your data.

ick launch cluster Launch cluster

Query editor Overview and features

Saved queries Free Trial

Snapshots Evaluation and POC support
Documentation
Security

er will launch in the US E Query your S3 data lake with Redshift Spectrum

Parameter groups Pricing and Specs

Query Editor EEB

Write, run, and save queries directly from the console

Workload management Purchase a Reserved Node

Reserved nodes

AWS Marketplace

Matillion ETL for Amazon Redshift

You must enable the IAM Policy: AmazonRedshiftQueryEditor 4 for your account to run

Advisor &t -
queries on eligible clusters. Please attach the IAM policy on the (Z' IAM console. See AWS

Events
Connect client

What's new

Managed Policies for Amazon Redshift for more information.

Launch Query Editor

By Matillion
Rating
Starting from $1.37/hr or from $9,950/yr (17% savings) for

To e query edito

software + AWS usage fees
View all Business Intelligence
Allow node types: dcl.8xlarge, dc2.large, dc2.8xlarge, or ds2.8xlarge ! ! 9

Enhanced VPC ro ot enabled

Looker Analytics Platform - 10 Users, Multi-node Redshift
(plus RDS)

By Looker (aka Looker Data Sciences)

Rating

$3,000.00/mo + $4.17/hr for software + AWS usage fees

Resources View all Business Intelligence

You are using the following Amazon Redshift resources in the US East (N. Virginia) region (used): Tableau Server (10 users)

Clusters (0)
Increase cluster limit
Snapshots (0)
Manual (0)
Automated (0)

Security
Subnet groups (0)

Parameter groups (0) By Tableau

Total Reservations (0) Rating
Events (0) $0.63/hr or $5,500/yr for software + Charges for EC2 with

) Windows + AWS usage fees
Event subscriptions (0) View all Business Intelligence

Find more software on AWS Marketplace

Service health

Current Status Details
@  Amazon Redshift (N. Virginia) Service is operating normally

View complete sen

© 2008 - 2018, Amazon Web Services, Inc. or its affiliates. Al rights reserved. Privacy Policy ~ Terms of Use

@ Feedback (@ English (US)
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console.aws.amazon.com,

Services v Resource Groups v * [\ camiloValdes v  N.Virginia v  Support v

Redshift dashboard Launch your Amazon Redshift cluster - Advanced settings | switch to quick launch
Clusters

Query editor

Saved queries Choose a number of nodes and node type below. Number of Compute Nodes is required for multi-node clusters.

Snapshots

Security Q The ds2 and dc2 node types replace the ds1 and dc1 node types,

respectively. The newer ds2 and dc2 node types provide higher performance

Parameter groups than ds1 and dc1 at no extra cost. Learn more.

Workload management
Node type  dc2large [ Specifies the compute, memory, storage,

Reserved nodes and I/0 capacity of the cluster's nodes.

Advisor 5
CPU 7 EC2 Compute Units (2 virtual cores) per node
Events
Connect client Memory 15.25 GiB per node
I

What's new Storage 160GB SSD storage per node

1/0 performance  Moderate

Cluster type Single Node [
Number of compute nodes* Single Node clusters consist of a single node
which performs both leader and compute

functions.
Maximum

Minimum

Cancel Previous m

@ Feedback (@ English (US) © 2008 - 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.  Privacy Policy ~ Terms of Use
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console.aws.amazon.com/redshift/ho

Services v Resource Groups v * [\ camiloValdes v  N.Virginia v  Support v

Redshift dashboard Launch your Amazon Redshift cluster - Advanced settings | switch to quick launch

Clusters
Query editor

Saved queries Provide the optional additional configuration details below.

Snapshots Cluster parameter group A default parameter group will be associated with this cluster.

Security

Parameter groups Database encryption lone( )KMS()HSM  Learn more about database encryption

Workload management
Configure networking options
Reserved nodes

AdV\SOfse:J Choose a VPC Default VPC (vpc-aa4963cd) [ The identifier of the VPC in which you want to create your cluster

Events
Cluster subnet group  default [ Selected Cluster Subnet Group may limit the choice of Avallability Zones
Connect client

What's new Publicly accessible ©YesNo Select Yes if you want the cluster to be accessible from the public internet. Select No if you
want it to be accessible only from within your private VPC network

Choose a public IP address Yes@No S ‘es if you want to select your own public IP address from a list of elastic IP (EIP)
addresses that are already configured for your cluster's VPC. Select No if you want Amazon
Redshift to provide an EIP for you instead.

Enhanced VPC Routing Yes@No Select Yes if you want to enable Enhanced VPC Routing. Learn more

zone | NoPreference fJ The EC2 Avallability Zone that the cluster will be created in

Associate your cluster with one or more security groups
VPC security groups  ElasticMapReduce-master (sg-feda8884) || List of VPC security groups to associate with this
ElasticMapReduce-slave (sg-ffda8885) cluster.

default (sg-1988da63)
launch-wizard-1 (sg-5ddeea27)

Optionally, create a basic alarm for this cluster.

Create CloudWatch Alarm Yes@No Create a CloudWatch alarm to monitor the disk usage of your cluster.

Optionally, select your maintenance track for this cluster.

@ Feedback (@ English (US) © 2008 - 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.  Privacy Policy ~ Terms of Use
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Services v

Redshift dashboard
Clusters

Query editor
Saved queries
Snapshots
Security
Parameter groups
Workload management
Reserved nodes
Advisor 5

Events

Connect client

What's new

@ Feedback (@ English (US)

console.aws.amazon.com/redshift/ho

Resource Groups v *

[l Camilo Valdes v

Launch your Amazon Redshift cluster - Advanced settings | switch to quick launch

You are about to launch a cluster with following the following specifications:

Cluster properties

These attributes specify the name of your cluster, what type of virtual
hardware it will run on, how many nodes it will contain, and the
availability zone in which it will be located
Cluster identifier: dw-test-01
Node type: dc2.large

Number of compute nodes: 1 (leader and compute run on a
single node)

Availability zone: No preference

Security, access, and encryption

These settings control whether your cluster will be created in an
existing VPC to allow for simpler integration with other AWS Services,
and the security groups which define access rules to your cluster.
Virtual private cloud: ypc-aa4963cd
Cluster subnet group:
Publicly accessible: Yes
Elastic IP: Not used

VPC security groups ElasticMapReduce-master (sg-
feda8884)

Enhanced VPC Routing: No
Encrypt database: No

Database configuration

These properties specify the database name, port, and username you
will use to connect to the database. The parameter group contains
configuration values used by the database.
Database name: test
Database port: 5439
Master user name: cvalde03

Cluster parameter group: A default parameter group will
be created when the cluster is
launched.

CloudWatch alarms
CloudWatch alarms are used to notify if metrics for your cluster are
within a certain threshold. All recipients under the SNS topic specified

for your alarm will receive notifications once an alarm is triggered

Basic alarms will not be created for this cluster

A Unless you are eligible for the free trial, you will start accruing charges as soon as your cluster is active.

Applicable charges:

The on-demand hourly rate for this cluster will be $0.25 , or $0.25 /node. If you have purchased reserved nodes in this region for this

40
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console.aws.amazon.com/redshift/ho

Services v Resource Groups v * [\ camiloValdes v  N.Virginia v  Support v

avallauIiity ZUNE 1 WIHIGH 1L WIS 10Gatey CUNIYUI UL VaIUsS USEU DY U IS Udlauase.
Redshift dashboard . -
Cluster identifier: gw-test-01 Database name: test

Clusters
Node type: dc2.large Database port: 5439

Query editor Number of compute nodes: 1 (leader and compute run on a Master user name: cvalde03

Saved queries single node) Cluster parameter group: A default parameter group will

Availability zone: No preference be created when the cluster is
launched.

Snapshots
Security
Parameter groups
Workload management Security, access, and encryption CloudWatch alarms

Reserved nodes r ettings control whether your cluster will be created in an CloudWatch alarms are used to notify if metrics for your cluster are

existing VPC to allow for simpler integration with other AWS Services,  within a certain threshold. All recipients under the SNS topic specified

Advisor 5 . . .
and the security groups which define access rules to your cluster. for your alarm will receive notifications once an alarm is triggered
Events

Virtual private cloud: vpc-aa4963cd Basic alarms will not be created for this cluster
Connect client
Cluster subnet group:
What's new
Publicly accessible: Yes

Elastic IP: Not used

VPC security groups ElasticMapReduce-master (sg-
feda8884)

Enhanced VPC Routing: No
Encrypt database: No

A Unless you are eligible for the free trial, you will ing charges as soon as your cluster is active.

Applicable charges:
The on-demand hourly rate for this cluster will be $0.25{$0,25 /nodelou have purchased reserved nodes in this region for this
node type that are active, your costs will be discounted\,..,. Il be billed at the on-demand rate.

If you are eligible for a free trial, you will receive 750 hours of € for each month of the trial, applied across all running
dc2.large nodes across all regions. Regardless of when you start your trial, you will receive two full months of free usage. Once your
trial expires or your usage exceeds 750 hours/month, you can shut down your cluster, avoiding any charges, or keep it running at our
standard On-demand rate.

For more information, see Amazon Redshift Free Trial FAQ, Amazon Redshift Pricing, and Reserved Nodes Documentation.

Cancel Previous Launch cluster

@ Feedback (@ English (US) © 2008 - 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.  Privacy Policy ~ Terms of Use
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Cluster dw-test-01 is being created. Your cluster may take a few minutes to launch.

You will start accruing charges as soon as y uster is active.
Applicable charges

The on-demand hourly rate for this cluster will be $0.25 , or $0.25 /node. If you have purchased reserved nodes in this region for this node type that are
active, your costs will be discounted. Additional nodes will be billed at the on-demand rate.

For more information, see Amazon Redshift Pricing and Reserved Nodes Documentation

42



console.aws.amazon.com,

Services v Resource Groups v *

Clusters

Quick launch cluster Launch cluster

Redshift dashboard
Clusters

Query editor
Saved queries

Snapshots Cluster

[@ dw-test-01
Parameter groups
Workload management
Reserved nodes
Advisor 5
Events
Connect client

What's new

Open #security:names=;cluster= on this page in a new tab

Cluster Status

[l Camilo Valdes v

DB Health Release Status In Maintenance

Not four

© 2008 - 2018, Amazon Web Services, Inc. or its affiliates. Al rights reserved.
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console.aws.amazon.co home?reg

Services v Resource Groups v * [\ camiloValdes v  N.Virginia v  Support v

Cluster: dw-test-01 %]

Configuration | | Status | | Cluster Performance |  Database Performance | Queries | Loads | | Table resto

Redshift dashboard
Clusters
dw-test-01 o
Query editor

Cluster v Database v Backup v
Saved queries

Snapshots Endpoint (xot available: cluster creating]: )
Security

Parameter groups Cluster Properties Cluster Status
Cluster Name dw-test-01 Cluster Status
Cluster Type Single Node Database Health
Node Type dc2.large In Maintenance Mode
Advisor &2 Nodes 1 Parameter Group Apply Status in-sync
Zone us-east-1e Pending Modified Values Master User Password: *
Created Time

Workload management

Reserved nodes

Events

Connect client Maintenance Track Current

What's new Cluster Version 1.0.4515
VPCID vpc-aa4963cd ( View VPCs )
Cluster Subnet Group default
VPC security groups  ElasticMapReduce-master (sg-
fedaB8884)
(active)
Cluster Parameter Group default.redshift-1.0 (in-sync)
Enhanced VPC Routing No
IAM Roles See IAM roles

Cluster Database Properties Backup, Audit Logging, and Maintenance
Port Automated Snapshot Retention Period 1
Publicly Accessible Yes Cross-Region Snapshots Enabled No
Database Name test Audit Logging Enabled No
Master Username cvalde03 Maintenance Window sat:07:30-sat:08:00
Encrypted No Allow Version Upgrade Yes
JDBC URL (Endpoint not available)
ODBC URL [Endpoint not available]

Capacity Details SSH ingestion settings
Current Node Type dc2.large Cluster public key:
CPU 7 EC2 Compute Units (2 virtual

@ Feedback (@ English (US) © 2008 - 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.  Privacy Policy ~ Terms of Use
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Persist large amounts of data.




Visualization with Tabl

i+ Tableau - Regional [Read-Only]

= ! [l . 7 ~ g Ww v . = W M
G AT ; = T Entire View Show Me

Dashboard Layout

Global Temperatures
Default

Phone Highlight Month Highlight Year Select date Difference from Median (°C)

January 1850  C Y , I 1 00

Device Preview

aJfference from mperature (°C)

Size - I -
Automatic - I

Sheets Aarch

[ College Apr I

Flight Delays
Stocks

[1, HeatMap
Scatter

Objects
A Image
@ WwebPage

[0 Biank

] Show dashboard title

Each data point is presented as a difference from the median, or temperature anomaly, calculated relative to the 1961-1990

College B Global Temperatures | Fiight Delays B8 Economy ' Stocks [ B 0}

SUM of AVG(Median): -208.00  Highlighting on Al Fields
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Tableau - Regional [Read-Only]

Connect Discover

To aFile
Microsoft Excel

Text file

JSON file ;
PDF file g 4 : 1 Connecting to Data

Getting Started

Spatial file = Visual Analytics
ensemble_taxTr Pathwa:

Statistical file Understanding Tableau

More...

More training videos...
To a Server
Tableau Server
Micr— =~ Server

Learn more about ways to share

Jracle
Amazon Redshift

‘Ore Get Tableau Prep

Blog - Heatmaps, set actions, new

Saved Uata Sources dashboard formatting, and more—
Sample - Su e now available in Tabl...

World Indicators Forums

Sample Workbooks

as

@
L
@ Bl o0

> @ [ ‘}

N
ne e Risk of Crises in
Superstore Regional World Indicators Middle and Western
Africa —
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Tableau - Regional [Read-Only]

Connect Discover
To aFile

Microsoft Excel

Text file

Getting Started
JSON file

PDF file 8 3 Connecting to Data

Spatial file — Amazon Redshift Visual Analytics
Statistical file Understanding Tableau
More Server:
More training videos...
Database

To a Server
Tabl Server Enter information to sign in to the database:

Microsoft SQL Server
Username:
Learn more about ways to share
Password:

‘Amazon Redshift

More... Require SSL

Get Tableau Prep

Blog - Heatmaps, set actions, new
dashboard formatting, and more—
now available in Tabl..

Saved Data Sources
Sample - Superstore

World Indicators Forums

Sample Workbooks

Risk of Crises in
Middle and Western
Africa —
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AW S E d uca t e https://www.awseducate.com

aws.amazon.com/educatic

aws O — ]

Products Solutions Pricing Learn Partner Network ~AWS Marketplace Explore More Q

aws educate

Join AWS Educate
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www.awseducate.com, t/s/pathways

Explore Cloud Career Pathways

Explore AWS Educate's Cloud Career Pathways to start building the key cloud skills you'll need to be successful in leading
technology careers. Earn a completion credential for each pathway and share with prospective employers to show what you've

learned.

Check out the roles below to learn more about each pathway and get started!

Cloud Computing 101 Application Developer Cloud Support Associate

on the cloud, its

Cybersecurity Specialist Data Integration Specialist Data Scientist
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Cloud Support Engineer

DevOps Engineer




