
Support Vector Machines

• Supervised Statistical Learning Method for:
– Classification
– Regression

• Simplest Version:
– Training: Present series of labeled examples 

(e.g., gene expressions of tumor vs. normal 
cells)

– Prediction: Predict labels of new examples.



Learning Problems
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Learning Problems

• Binary Classification
• Multi-class classification
• Regression









SVM – General Principles

• SVMs perform binary classification by 
partitioning the feature space with a surface 
implied by a subset of the training points 
(vectors) near the separating surface. These 
vectors are referred to as Support Vectors. 

• Efficient with high-dimensional data. 
• Solid statistical theory
• Subsume several other methods.



SVM Example (Radial Basis Function)



SVM Ingredients

• Support Vectors
• Mapping from Input Space to Feature Space
• Dot Product – Kernel function
• Weights



Classification of 2-D 
(Separable) data



Classification of
(Separable) 2-D data



Classification of (Separable) 2-D data
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•Margin of a point
•Margin of a point set



Classification using the Separator

xi

Separator
w•x + b = 0

w•x + b > 0

w•xj + b < 0
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Non-linear Separators

X F



Useful URLs

• http://www.support-vector.net

http://www.support-vector.net/
http://www.support-vector.net/
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