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Support Vector Machines

Supervised Statistical Learning Method for:

Classification

Regression

Simplest Version:

Training: Present series of labeled examples (e.g., gene

expressions of tumor vs. normal cells)

Prediction: Predict labels of new examples.
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Learning Problems

Binary Classification

Multi-class classification

Regression
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SVM – Binary Classification

Partition feature space with a surface.

Surface is implied by a subset of the training

points (vectors) near it. These vectors are

referred to as Support Vectors.

Efficient with high-dimensional data.

Solid statistical theory

Subsume several other methods.
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Classification of 2-D
(Separable) data
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Classification of
(Separable) 2-D data



3/5/08 CAP5510 8

Classification of (Separable) 2-D data

•Margin of a point
•Margin of a point set

+1

 -1
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xi

Separator
w•x + b = 0

w•xi + b > 0

w•xj + b < 0

xj

Classification using the Separator
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Perceptron Algorithm (Primal)

Given separable training set S and learning rate >0
w0 = 0; // Weight
b0 = 0;  // Bias

k = 0; R = max |xi|
repeat
      for  i = 1 to N

if yi (wk•xi + bk)  0 then
      wk+1 = wk + yixi
      bk+1 = bk + yiR2

      k = k + 1
Until no  mistakes made within loop
Return k, and  (wk, bk) where k = # of mistakes

Rosenblatt, 1956

w =  aiyixi
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Theorem:

If margin m of S is positive, then

i.e., the algorithm will always converge,

and will converge quickly.

Performance for Separable Data

k  (2R/m)2
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Non-linear Separators
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Main idea: Map into feature space
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Non-linear Separators

X F
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Useful URLs

http://www.support-vector.net
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Perceptron Algorithm (Primal)

Given separable training set S and learning rate >0
w0 = 0; // Weight
b0 = 0;  // Bias

k = 0; R = max |xi|
repeat
      for  i = 1 to N

if yi (wk•xi + bk)  0 then
      wk+1 = wk + yixi
      bk+1 = bk + yiR2

      k = k + 1
Until no  mistakes made within loop
Return k, and  (wk, bk) where k = # of mistakes

Rosenblatt, 1956

w =  aiyixi
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Perceptron Algorithm (Dual)

Given a separable training set S
a = 0; b0 = 0;

R = max |xi|
repeat
      for  i = 1 to N

if yi ( aj yj  xi•xj + b)  0 then
      ai = ai + 1
      b = b + yiR2

endif
Until no  mistakes made within loop
Return (a, b)
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Perceptron Algorithm (Dual)

Given a separable training set S
a = 0; b0 = 0;

R = max |xi|
repeat
      for  i = 1 to N

if yi ( aj yj  (xi ,xj) + b)  0 then
      ai = ai + 1
      b = b + yiR2

Until no  mistakes made within loop
Return (a, b)

(xi ,xj) = (xi)• (xj)
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Different Kernel Functions

Polynomial kernel

Radial Basis Kernel

Sigmoid Kernel
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SVM Ingredients

Support Vectors

Mapping from Input Space to Feature Space

Dot Product – Kernel function

Weights
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Generalizations

How to deal with more than 2 classes?

Idea: Associate weight and bias for each class.

How to deal with non-linear separator?

Idea: Support Vector Machines.

How to deal with linear regression?

How to deal with non-separable data?
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Applications

Text Categorization & Information Filtering

12,902 Reuters Stories, 118 categories (91% !!)

Image Recognition

Face Detection, tumor anomalies, defective parts in

assembly line, etc.

Gene Expression Analysis

Protein Homology Detection
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