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STSs and ESTs!
 Sequence-Tagged Site: short, unique sequence 
 Expressed Sequence Tag: short, unique sequence 

from a coding region 
!  1991: 609 ESTs [Adams et al.]  
!  June 2000: 4.6 million in dbEST 
!  Genome sequencing center at St. Louis produce 20,000 

ESTs per week. 
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What Are ESTs and How Are They Made? 

 Small pieces of DNA sequence (usually 200 - 500 nucleotides) 
of low quality. 

 Extract mRNA from cells, tissues, or organs and sequence 
either end. Reverse transcribe to get cDNA (5’ EST and 3’EST) 
and deposit in EST library.  

 Used as "tags" or markers for that gene.  
 Can be used to identify similar genes from other organisms 

(Complications: variations among organisms, variations in 
genome size, presence or absence of introns). 

 5’ ESTs tend to be more useful (cross-species conservation), 3’ 
EST often in UTR. 
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DNA Markers!
 Uniquely identifiable DNA segments. 
 Short, <500 nucleotides. 
 Layout of these markers give a map of genome. 
 Markers may be polymorphic (variations among 

individuals). Polymorphism gives rise to alleles. 
 Found by PCR assays. 
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Polymorphisms!
 Length polymorphisms 

!  Variable # of tandem repeats (VNTR) 
!  Microsatellites or short tandem repeats 
!  Restriction fragment length polymorphism (RFLP) 

caused by changes in restriction sites. 
 Single nucleotide polymorphism (SNP) 

!  Average once every ~100 bases in humans 
!  Usually biallelic 
!  dbSNP database of SNPs (over 100,000 SNPs) 
!  ESTs are a good source of SNPs 
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SNPs!
 SNPs often act as “disease markers”, and provide “genetic 

predisposition”. 
 SNPs may explain differences in drug response of 

individuals. 
 Association study: study SNP patterns in diseased 

individuals and compare against SNP patterns in normal 
individuals. 

 Many diseases associated with SNP profile. 



Comparative Interactomics!
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Machine Learning!
 Human Endeavor 

!  Data       Information       Knowledge  
 Machine Learning 

!  Automatically extracting information from data 
 Types of Machine Learning 

!  Unsupervised 
 Clustering 
 Pattern Discovery 

!  Supervised  
 Learning 
 Classification 
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Support Vector Machines!
 Supervised Statistical Learning Method for: 

!  Classification 
!  Regression 

 Simplest Version: 
!  Training: Present series of labeled examples (e.g., gene 

expressions of tumor vs. normal cells) 
!  Prediction: Predict labels of new examples. 



3/29/11 CAP 5510 / CGS 5166 10 

A	
A
B A 

A 
B	
 B

B 

Learning Problems!



3/29/11 CAP 5510 / CGS 5166 11 

Learning Problems!

 Binary Classification 
 Multi-class classification 
 Regression 
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SVM – Binary Classification!
 Partition feature space with a surface. 
 Surface is implied by a subset of the training 

points (vectors) near it. These vectors are 
referred to as Support Vectors.  

 Efficient with high-dimensional data.  
 Solid statistical theory 
 Subsume several other methods. 
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Classification of 2-D  
(Separable) data!
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Classification of 
(Separable) 2-D data!
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Classification of (Separable) 2-D data!

• Margin of a point 
• Margin of a point set 

+1 

 -1 
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xi 

Separator 
w•x + b = 0 

w•xi + b > 0 

w•xj + b < 0 

xj 

Classification using the Separator!
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Perceptron Algorithm (Primal)!

Given separable training set S and learning rate η>0  
w0 = 0; // Weight  
b0 = 0;  // Bias 

k = 0; R = max |xi| 
repeat 
      for  i = 1 to N  

 if yi (wk•xi + bk) ≤ 0 then 
       wk+1 = wk + ηyixi 
       bk+1 = bk + ηyiR2 

       k = k + 1 
Until no  mistakes made within loop 
Return k, and  (wk, bk) where k = # of mistakes 

Rosenblatt, 1956 

w = Σ aiyixi 
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Theorem:  
 If margin m of S is positive, then  

 i.e., the algorithm will always converge,  
 and will converge quickly. 

Performance for Separable Data!

k ≤ (2R/m)2 
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Non-linear Separators!
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Main idea: Map into feature space!
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Non-linear Separators!

X F 
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Useful URLs!
  http://www.support-vector.net 
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Perceptron Algorithm (Primal)!

Given separable training set S and learning rate η>0  
w0 = 0; // Weight  
b0 = 0;  // Bias 

k = 0; R = max |xi| 
repeat 
      for  i = 1 to N  

 if yi (wk•xi + bk) ≤ 0 then 
       wk+1 = wk + ηyixi 
       bk+1 = bk + ηyiR2 

       k = k + 1 
Until no  mistakes made within loop 
Return k, and  (wk, bk) where k = # of mistakes 

Rosenblatt, 1956 

w = Σ aiyixi 
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Perceptron Algorithm (Dual)!
Given a separable training set S  
a = 0; b0 = 0;  

R = max |xi| 
repeat 
      for  i = 1 to N  

 if yi (Σaj yj  xi•xj + b) ≤ 0 then 
       ai = ai + 1 
       b = b + yiR2 
 endif 

Until no  mistakes made within loop 
Return (a, b) 
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Perceptron Algorithm (Dual)!
Given a separable training set S  
a = 0; b0 = 0;  

R = max |xi| 
repeat 
      for  i = 1 to N  

 if yi (Σaj yj  (xi ,xj) + b) ≤ 0 then 
       ai = ai + 1 
       b = b + yiR2 

Until no  mistakes made within loop 
Return (a, b) 

(xi ,xj) = Φ(xi)• Φ(xj) 
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Different Kernel Functions!
 Polynomial kernel 

 Radial Basis Kernel 

 Sigmoid Kernel 
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SVM Ingredients!
 Support Vectors 
 Mapping from Input Space to Feature Space 
 Dot Product – Kernel function 
 Weights 
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Generalizations!
 How to deal with more than 2 classes? 

  Idea: Associate weight and bias for each class. 
 How to deal with non-linear separator? 

Idea: Support Vector Machines. 
 How to deal with linear regression? 
 How to deal with non-separable data? 
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Applications!
 Text Categorization & Information Filtering 

!  12,902 Reuters Stories, 118 categories (91% !!) 
 Image Recognition 

!  Face Detection, tumor anomalies, defective parts in 
assembly line, etc.  

 Gene Expression Analysis 
 Protein Homology Detection 
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