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Abstract—Traditional crossbar switches use centralized scheduling algorithms with high time complexity. In contrast, buffered crossbar switches are capable of distributed scheduling due to crosspoint buffers, which decouple the dependency between inputs and outputs. However, crosspoint buffers are expensive on-chip memories. To reduce the hardware cost of buffered crossbar switches and make them scalable, we consider partially-buffered crossbar switches, whose crosspoint buffers can be of an arbitrarily small size and store only part of a packet instead of the entire packet. In this paper, we propose the Packet-mode Asynchronous Scheduling Algorithm (PASA) for partially buffered crossbar switches. PASA combines the features of both distributed and centralized scheduling algorithms. It works in an asynchronous mode and can directly handle variable length packets without Segmentation And Reassembly (SAR). We theoretically prove that, with a speedup of two, PASA achieves 100% throughput for any admissible traffic. We also show that outputs in PASA have a large probability to avoid the more time-consuming centralized scheduling process, and thus make fast scheduling decisions. Finally, we present simulation data to verify the analytical results and evaluate the performance of PASA.

I. INTRODUCTION

Crossbar switches have received significant attention over the past two decades. They offer non-blocking capability and large bandwidth utilization in comparison with bus based switches [3]. According to whether the crossbar switching fabric has integrated buffers or not, crossbar switches can be generally divided into two types: non-buffered and buffered.

In non-buffered crossbar switches, buffers may exist at inputs or outputs but not on the crossbar. They usually work with centralized cell-mode scheduling algorithms, such as Parallel Iterative Matching [9], iSLIP [19], and maximum size or weight bipartite matching [15], which have high time complexity. To be specific, non-buffered crossbar switches operate in a synchronized time slot mode and carry fixed length cells. In each time slot, the centralized scheduling algorithm collects the statuses of all inputs and outputs, and generates matched input-output pairs. All the matched pairs will then simultaneously transmit a cell. When variable length packets arrive, they are segmented into fixed length cells at inputs. After the cells arrive at outputs, they are reassembled to the original packets before being sent to output lines. This process is called Segmentation And Reassembly (SAR) [11].

To simplify packet reassembly in the SAR process, packet-mode scheduling is proposed in [18]. In this scheme, all cells belonging to the same packet are consecutively transmitted from the input to the output without interruption. Therefore, a connection between an input-output pair has to be maintained until all cells of a packet finish transmission. Packet-mode scheduling has unique advantages over cell-mode scheduling [2], [5], such as high throughput, low delay, and reduced hardware cost. However, synchronized packet-mode scheduling of non-buffered crossbar switches has some drawbacks. First, it may cause temporary flow starvation [16], [21]. When one input-output pair finishes transmitting the last cell of a packet, all the other pairs may still be in the middle of transmitting their packets and not available. As a result, the pair has to transmit one more packet from the same flow. This process may repeat for an arbitrary long time, and results in starvation for other flows. Furthermore, it does not eliminate port contention [12]. Output contention happens when different inputs simultaneously have cells destined to the same output, and input contention happens when several outputs concurrently demand cells from the same input.

Regardless of the applied scheduling scheme, non-buffered crossbar switches still suffer from centralized scheduling with high time complexity. Advances in modern VLSI technology have made it feasible to integrate a miniaturized on-chip memory to the crossbar [1], so that each crosspoint of the crossbar can have an exclusive buffer. Crosspoint buffers provide temporary buffering during packet transmission, and thus decouple the dependency between inputs and outputs. Crossbar switches with such crosspoint buffers are called buffered crossbar switches. They can work with distributed packet-mode scheduling algorithms [2], [8]. To be specific, they operate in an asynchronous mode, and each input or output independently selects a packet to send to or retrieve from one of its crosspoint buffers. As a result, they can directly handle variable length packets without SAR. Buffered crossbar switches usually have a small fixed speedup of two [4], which means that the bandwidth of the crossbar is twice as that of the input and output.

However, on-chip memories are expensive resources. Existing buffered crossbar switches require storing at least an entire packet at each crosspoint. Furthermore, the total crosspoint buffer size grows by the square of the switch size. To reduce the hardware cost of buffered crossbar switches and make them scalable, we consider partially buffered crossbar switches, whose crosspoint buffer size can be an arbitrarily small length, even smaller than the maximum packet length. They make a cost performance tradeoff, but improve significantly over non-buffered crossbar switches with the small crosspoint buffers. Note that partially buffered crossbar switches are defined in
In this paper, we propose the Packet-mode Asynchronous Scheduling Algorithm (PASA) for partially buffered crossbar switches. PASA combines the features of distributed and centralized scheduling algorithms. Inputs and outputs in PASA can conduct distributed scheduling for most of the time, but occasionally need to participate in a centralized scheduling. PASA works in an asynchronous mode, and directly handles variable length packets without SAR. We theoretically prove that, with a speedup of two, PASA achieves 100% throughput for any admissible traffic. We also show that outputs in PASA have a large probability to avoid the more time-consuming centralized scheduling process and thus make fast scheduling decisions. Finally, we conduct simulations to verify the analytical results and evaluate the performance of PASA.

II. PACKET-MODE ASYNCHRONOUS SCHEDULING ALGORITHM

In this section, we describe the Packet-mode Asynchronous Scheduling Algorithm (PASA) for partially buffered crossbar switches.

The switch structure that we consider is depicted in Figure 1. \( N \) inputs and \( N \) outputs are connected by a buffered crossbar, which has a speedup of two. Let \( R \) denote the bandwidth of the input and output, and the crossbar has a bandwidth of \( 2R \). We use Virtual Output Queue (VOQ) buffering to avoid the Head Of Line (HOL) blocking, which limits the maximum throughput of the switch [15]. VOQ buffering maintains a virtual queue for each output at every input. Each crosspoint has a small exclusive buffer. Depending on the granularity level of performance guarantees, an output may have a single or multiple logical queues. In order to reduce the packet latency and increase the switch throughput, we consider cut-through switching for the crossbar. To be specific, a packet does not need to be fully buffered at the crosspoint, during the transmission from the input to the output. When a packet is being sent from its virtual queue to the crosspoint buffer, if the transmission channel to its output is idle, bits of the same packet can be simultaneously sent further from the crosspoint buffer to the output.

For such a switch, there are three types of scheduling involved, which we call input scheduling, output scheduling, and departure scheduling. In input scheduling, an input selects a packet from one of its virtual queues, and sends it to the crosspoint buffer. In output scheduling, an output selects a packet from one of its crosspoint buffers, and retrieves it to the output buffer. In departure scheduling, an output selects a packet from its output buffer, and delivers it to the output line. Departure scheduling is a well studied area, and there are many algorithms available in the literature, such as First-In-First-Out [3], Weighted Fair Queueing [17], and Deficit Round Robin [10]. In this paper, we focus on input scheduling and output scheduling. In the scheduling processes, when an input or output needs to make a selection among multiple candidates, different arbitration rules may be used, such as oldest packet first or round robin.

Next, we describe the output scheduling of PASA. The first step of output scheduling is to identify eligible packets, and there are two types of them. For the first type, if a packet is entirely buffered in the crosspoint buffer, which is called a fully buffered packet, it is eligible. It is also possible that only part of a packet is in the crosspoint buffer, because either the packet length is larger than the crosspoint buffer size or the remaining part has not been delivered yet. We call such a packet a partially buffered packet, for which we need to look at the input of the crosspoint buffer. If the input is not currently sending another packet to a different output by cut-through switching, the packet is eligible. Otherwise, if the input is sending a different packet to the crosspoint buffer and then further to the output by cut-through switching, the original packet is not eligible. The reason is that an input cannot sustain simultaneous transmission to two outputs. The restriction can be implemented by using a lock similar to that in [5]. If an input is sending a packet to a crosspoint buffer, which is sending the same packet to the output using cut-through switching, the input is locked. An input with a lock indicates that its crosspoint buffers are no longer available to other outputs. After the input has sent the last bit of the current packet to the crosspoint buffer, the lock is released. Note that the lock may be released before an entire packet is delivered to the output, because part of the packet was initially in the crosspoint buffer. Because of the lock, conflicts may exist when multiple outputs need to make scheduling decisions at the same time. If an input has multiple crosspoint buffers with partially buffered packets, the first output retrieving a packet from one of the crosspoint buffers will lock out other outputs.

After an output identifies the eligible packets, it tries to make the scheduling decision by selecting one of the fully buffered packets. This selecting process for fully buffered packets is independent for different output ports, similar to the distributed scheduling process of existing buffered crossbar switches. Otherwise, if the output has no fully buffered packets but only partially buffered packets, it selects a partially buffered packet, and sends a grant to the corresponding input. An input may receive multiple grants, and it selects one grant to accept. If the grant of the output is accepted, the output can immediately start retrieving the packet. Otherwise, if its grant is not accepted, it needs to repeat the iteration, i.e., sending a
TABLE 1
PSEUDO CODE DESCRIPTION OF PASA

<table>
<thead>
<tr>
<th>Output Scheduling:</th>
</tr>
</thead>
<tbody>
<tr>
<td>While (true) {</td>
</tr>
<tr>
<td>Identifies eligible packets;</td>
</tr>
<tr>
<td>If (eligible fully buffered packets exist) {</td>
</tr>
<tr>
<td>Selects a fully buffered packet and retrieves it to output buffer;</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>Else {</td>
</tr>
<tr>
<td>While (output is not matched and eligible partially buffered packets exist) {</td>
</tr>
<tr>
<td>Selects a partially buffered packet and grants its input;</td>
</tr>
<tr>
<td>If (the grant is accepted) {</td>
</tr>
<tr>
<td>Output is matched and retrieves the packet to the output buffer;</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Input Scheduling:</th>
</tr>
</thead>
<tbody>
<tr>
<td>While (true) {</td>
</tr>
<tr>
<td>If (receives grants) {</td>
</tr>
<tr>
<td>Selects a grant to accept;</td>
</tr>
<tr>
<td>Adds a lock;</td>
</tr>
<tr>
<td>Sends the remaining part of a packet to the crosspoint buffer;</td>
</tr>
<tr>
<td>Releases the lock;</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>Else {</td>
</tr>
<tr>
<td>Identifies the crosspoint buffers with free space;</td>
</tr>
<tr>
<td>Selects such a crosspoint buffer, giving higher priorities to those with idle outputs;</td>
</tr>
<tr>
<td>Sends a packet to the crosspoint buffer, until the buffer is full or the transmission is interrupted;</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>}</td>
</tr>
</tbody>
</table>

The pseudo code description of the output scheduling of PASA is given in Table 1.

III. PERFORMANCE ANALYSIS

In this section, we analyze the performance of PASA. We use the fluid model in [6] to prove that with a speedup of two, PASA achieves 100% throughput for any admissible traffic, regardless of the applied arbitration rule. We also show that outputs in PASA have a large probability to avoid the more time-consuming iterative matching process.

A. Throughput

We first define some notations. $In_i$ denotes the $i^{th}$ input, and $Out_j$ indicates the $j^{th}$ output. $Q_{ij}$ denotes the virtual queue of $In_i$ to buffer packets destined to $Out_j$, and $B_{ij}$ represents the crosspoint buffer connecting $In_i$ to $Out_j$. The bandwidth of an input or output is equal to $R$, and therefore the bandwidth of the crossbar is $2R$ with a speedup of two. The following variables are used to represent the status of the crossbar switch. Their initial values are assumed to be zero at time $t = 0$.

- $B_{ij}(t)$: the number of bits buffered in $B_{ij}$ at time $t$
- $Q_{ij}(t)$: the number of bits buffered in $Q_{ij}$ at time $t$
- $A_{ij}(t)$: the number of bits arriving at $Q_{ij}$ up to time $t$
- $D_{ij}(t)$: the number of bits departing from $Q_{ij}$ up to time $t$
- $E_{ij}(t)$: the number of bits departing from $B_{ij}$ up to time $t$

Assume that the number of arriving bits $A_{ij}(t)$ satisfies the strong Law of Large Numbers (LLN), i.e.

$$\lim_{n \to \infty} [A_{ij}(t)/t] = \lambda_{ij}$$

where $\lambda_{ij}$ is the arrival rate of $Q_{ij}$. A traffic is said to be admissible when equation (1) holds and the non-oversubscription principle is satisfied at all inputs and outputs, i.e.

$$\forall i, \sum_j \lambda_{ij} \leq R, \quad \text{and} \quad \forall j, \sum_i \lambda_{ij} \leq R$$

A crossbar switch operating under a scheduling algorithm is said to be rate stable [14] if for any admissible traffic, the following equation holds.

$$\forall i, \forall j, \lim_{t \to \infty} [E_{ij}(t)/t] = \lambda_{ij}$$

A scheduling algorithm delivers 100% throughput, if the crossbar switch holds equations (1) to (3).

We use the fluid model in [6] to describe the dynamic characteristic of a crossbar switch. We have the following equations for our partially buffered crossbar switches.

$$Q_{ij}(t) = A_{ij}(t) - D_{ij}(t) = \lambda_{ij}t - D_{ij}(t)$$

$$B_{ij}(t) = D_{ij}(t) - E_{ij}(t)$$

The sum of the left-hand sides of equations (4) and (5) gives us the total number of accumulated bits of the flow from $In_i$ to $Out_j$ up to time $t$, which we define to be $Z_{ij}(t)$, i.e.

$$Z_{ij}(t) = Q_{ij}(t) + B_{ij}(t) = \lambda_{ij}t - E_{ij}(t)$$

When $f(t)$ is differentiable at time $t$, we use $f'(t)$ to denote the derivative. Now, we introduce a lemma from [14].

Lemma 1: Let $f$ be a non-negative, absolutely continuous function defined on $[0, \infty)$ with $f(0) = 0$. Assume that for almost every $t$ such that $f(t) > 0$, $f'(t) \leq 0$. Then $f(t) = 0$ for almost every $t \geq 0$.

In order to prove 100% throughput of PASA, we first define a variable $C_{ij}(t)$ as follows

$$C_{ij}(t) = \sum_{j'} Z_{ij'}(t) + \sum_{i'} Z_{i'j}(t)$$

This is the same as saying that each input can have at most one second grant to the input of a different partially buffered packet and waiting for the acceptance. As can be seen, the iterative matching process for partially buffered packets is similar to the centralized scheduling process of non-buffered crossbar switches. Although an output may need to participate in the iterative matching process, the average scheduling time can be kept small due to the reasons discussed in detail in Section III-B.

Now we describe the input scheduling of PASA. If an input has no lock, it can select a crosspoint buffer with free space and start sending a packet to it. Again, because the crosspoint buffer size is small, a packet may only be able to have its first part sent to the crosspoint buffer, and the second part will remain in the virtual queue. To maximize the throughput, the input scheduling gives higher priorities to the crosspoint buffers with idle outputs, i.e., the outputs currently not retrieving packets. On the other hand, if the crosspoint buffer of an idle output starts receiving a packet, it will notify the output to start retrieving the packet by cut-through switching. It should be noted that input scheduling may be interrupted by output scheduling. To be specific, if an input is currently sending a packet to a crosspoint buffer but not further to an output, and now a second output is matched to retrieve a partially buffered packet from a crosspoint buffer of this input by cut-through switching, the input will stop current transmission and switch to send the remaining part of the partially buffered packet to the matched output. For easy reading, the pseudo code description of the output scheduling and input scheduling of PASA is given in Table 1.
\( C_{ij}(t) \) denotes the sum of the bits buffered at the virtual queues and crosspoint buffers from \( In_i \) to \( Out_j \). Use \( C(t) \) to represent the matrix formed by \( C_{ij}(t) \). Now, we define \( f(t) \) as a non-negative function as follows

\[
f(t) = \sum_{ij} Z_{ij}(t) C_{ij}(t) \quad (8)
\]

Then, we want to show that \( f(t) \) has a negative or zero derivative, and thus by Lemma 1, \( f(t) = 0 \) for almost every \( t \). Since \( Z_{ij}(t) \leq C_{ij}(t) \leq f(t) \), we know that \( Z_{ij}(t) = 0 \) for almost every \( t \) as well, which means that \( Q_{ij}(t) \) and \( B_{ij}(t) \) are always bounded. In other words, all packets waiting at the virtual queues and crosspoint buffers are getting evacuated to outputs. Next, we present a supporting lemma.

**Lemma 2:** If either \( Q_{ij} \) or \( B_{ij} \) is not empty at time \( t \), \( C_{ij}(t) \) has a negative or zero derivative, i.e.

\[
Z_{ij}(t) = Q_{ij}(t) + B_{ij}(t) > 0 \Rightarrow \dot{C}_{ij}(t) \leq 0
\]

**Proof:** We look at two possible cases regarding whether \( B_{ij} \) is empty at time \( t \).

1. **Case 1:** \( B_{ij}(t) > 0 \). This indicates that \( B_{ij} \) has a fully or partially buffered packet. Three situations may occur in this case as follows. Note that the crossbar has a bandwidth of \( 2R \).

   - **1.1 \( Out_j \) is retrieving a packet from \( B_{ij} \).** Thus, \( \sum_{i'} \dot{E}_{i'j}(t) = 2R \).

   - **1.2 \( Out_j \) is retrieving a packet from another crosspoint buffer \( B_{kj} \) where \( k \neq i \).** We have \( \sum_{i'} \dot{E}_{i'j}(t) = 2R \).

   - **1.3 \( Out_j \) is not retrieving a packet from \( B_{ij} \), because another output \( Out_k \) is retrieving a packet from \( B_{ik} \) where \( k \neq j \) and \( In_i \) is locked. We can obtain \( \sum_{i'} \dot{E}_{i'j}(t) = 2R \).

     Since \( E_{ij}(t) \geq 0 \), we obtain the following equation for cases 1.1 to 1.3

     \[
     \sum_{i'} \dot{E}_{i'j}(t) + \sum_{i'} \dot{E}_{i'j}(t) \geq 2R \quad (9)
     \]

2. **Case 2:** \( Q_{ij}(t) > 0 \) and \( B_{ij}(t) = 0 \). This indicates that \( B_{ij} \) is empty but \( Q_{ij} \) has buffered bits destined to \( Out_j \). Two situations may occur in this case as follows.

   - **2.1 \( Out_j \) is idle.** However, by \( B_{ij}(t) = 0 \) we know that \( In_i \) is not sending a packet to \( B_{ij} \) in input scheduling. This means that, there was another idle output \( Out_k \) where \( k \neq j \), and \( In_i \) gave a higher priority to \( B_{ik} \) than \( B_{ij} \) in input scheduling. Because \( Out_k \) was idle, after \( B_{ik} \) started receiving the packet from \( In_i \), it has immediately sent the same packet to \( Out_k \) by cut-through switching. As a result, \( In_i \) is locked, and thus even though \( Q_{ij} \) has buffered bits, they cannot be sent to \( B_{ij} \).

     In this situation, we have \( \sum_{i'} \dot{E}_{i'j}(t) = 2R \).

   - **2.2 \( Out_j \) is not idle but retrieving a packet from \( B_{kj} \) where \( k \neq i \).** Thus \( \sum_{i'} \dot{E}_{i'j}(t) = 2R \).

     Since \( E_{ij}(t) \geq 0 \), we obtain for both cases 2.1 and 2.2

     \[
     \sum_{i'} \dot{E}_{i'j}(t) + \sum_{i'} \dot{E}_{i'j}(t) \geq 2R \quad (10)
     \]

Now, we return to find the derivative of \( C_{ij}(t) \). By (6), (7), (9), and (10) we obtain

\[
\dot{C}_{ij}(t) = \sum_{j'} \{ \lambda_{ij'} - \dot{E}_{ij'}(t) \} + \sum_{j'} \{ \lambda_{ij'} - \dot{E}_{ij'}(t) \}
\leq (R + R) - 2R \leq 0
\]

**Theorem 1:** For a partially buffered crossbar switch with a speedup of two, the Packet-mode Asynchronous Scheduling Algorithm (PASA) can provide 100% throughput for any admissible traffic.

**Proof:** We have defined \( f(t) \) in (8), thus

\[
f(t) = \sum_{ijk} Z_{ij}(t) Z_{ik}(t) + Z_{ij}(t) Z_{kj}(t)
\]

It is obvious that \( f(0) = 0 \). We now calculate the derivative of \( f(t) \).

\[
\dot{f}(t) = \sum_{ijk} \dot{Z}_{ij}(t) Z_{ik}(t) + \sum_{ijk} Z_{ij}(t) \dot{Z}_{ik}(t) + \sum_{ijk} Z_{ij}(t) Z_{kj}(t) + \sum_{ijk} Z_{ij}(t) \dot{Z}_{kj}(t) = 2 \sum_{ij} Z_{ij}(t) \dot{C}_{ij}(t)
\]

We know by Lemma 2 that when \( Z_{ij}(t) > 0 \), then \( \dot{C}_{ij}(t) \leq 0 \). Therefore, \( 2 \sum_{ij} Z_{ij}(t) \dot{C}_{ij}(t) \leq 0 \), which indicates \( \dot{f}(t) \leq 0 \).

By applying Lemma 1, we find that \( f(t) = 0 \) for almost every \( t \). Because \( Q_{ij}(t) \leq f(t) \) and \( B_{ij}(t) \leq f(t) \), we know that \( Q_{ij}(t) \) and \( B_{ij}(t) \) are bounded as well. Equation (3) can now be validated as follows

\[
\lim_{t \to \infty} E_{ij}(t)/t = \lim_{t \to \infty} [A_{ij}(t) - Q_{ij}(t) - B_{ij}(t)]/t = \lim_{t \to \infty} [A_{ij}(t)/t] - \lim_{t \to \infty} [Q_{ij}(t)/t] = \lambda_{ij} - 0 = \lambda_{ij}
\]

Since the above equation holds for any admissible traffic, PASA achieves 100% throughput by the definition.

**B. Conflict-free Probability of Outputs**

As seen in Section II, an output may need to participate in the iterative matching process, which increases the scheduling time. In this subsection, we show that an output has a large probability to avoid the iterative matching process, which is also supported by the simulation data in Section IV-B.

Define the conflict-free probability of an output to be the probability that when the output makes a scheduling decision, no other outputs need to make scheduling decisions at the same time and hence no conflicts from other outputs.

For easy analysis, we assume that the packet length \( l \) follows the geometric distribution with parameter \( p \), i.e.

\[
Pr(l = k) = p.(1 - p)^{k-1}, \quad k = 1, 2, 3, ...
\]

**Theorem 2:** When the packet length follows the geometric distribution with parameter \( p \), the conflict-free probability of an output in PASA is larger than or equal to \((1 - p/2)^N - 1\).

**Proof:** To simplify the proof, we assume that all outputs work in a synchronized time slot mode, and one slot is the time to transmit one byte. To be specific, an output can only start retrieving a packet at the beginning of a time slot. Because the packet length is always a multiple of bytes, the output will finish retrieving the packet at the end of a time slot. As can be seen, the time slot mode leads to a lower conflict-free probability, because the operations of all the outputs are synchronized. In PASA, different outputs operate asynchronously, and may start and finish packet retrieval at any time. Thus, the conflict-free probability in PASA should be higher than the analytical result obtained from the synchronized time slot mode.

First, we assume that a specific output \( Out_j \) finishes the current packet transmission at time slot \( s \), and needs to make a scheduling decision to retrieve the next packet.

Next, we look at the probability that a different output \( Out_k \) needs to make a scheduling decision at the end of time slot \( s \).
Use $\phi_k$ to denote the current load to $Out_k$, and note that the crossbar bandwidth is $2R$. Then the probability that $Out_k$ is transmitting a packet at time slot $s$ is $\phi_k/2R$, i.e.,

$$Pr(Out_k \text{ busy at } s) = \phi_k/2R$$

Furthermore, because the packet length follows the geometric distribution, which is memoryless [13], the probability that $Out_k$ is retrieving the last byte of the current packet at time slot $s$ is $p$. In other words, $Out_k$ has the probability of $p$ to finish transmitting the current packet at time slot $s$, i.e.

$$Pr(Out_k \text{ finishes transmission at } s \mid Out_k \text{ is busy at } s) = p$$

As a result, the probability that $Out_k$ needs to make a scheduling decision at the end of time slot $s$ is the multiplication of the above two probabilities $p\phi_k/2R$. Accordingly, the probability that $Out_k$ does not need a scheduling decision at the end of time slot $s$ is $1 - p\phi_k/2R$.

We can safely assume that the packet arrival for each output is independent. Thus, the probability that no output except $Out_j$ will make a scheduling decision at the end of time slot $s$ is $\prod_{k\neq j} (1 - p\phi_k/2R)$. Note that $\phi_k \leq R$, we have

$$Pr(Out_j \text{ is conflict-free at } s) \geq (1 - p/2)^{N-1}$$

Use a 16×16 switch for IP networks as an example. Since the length of IP packets typically varies from 40 to 1,500 bytes [5], we assume that the average packet length is 770 bytes, which is equal to $1/p$. Using the result in Theorem 2, we know that the conflict-free probability is higher than 99%.

It should be noted that in practice PASA has an even higher conflict-free probability for the following three reasons. First, outputs in PASA operate asynchronously, and they have fewer conflicts than in the synchronized time slot mode assumed in Theorem 2. Second, even though multiple outputs may need to simultaneously make scheduling decisions, some outputs may have fully buffered packets, in which case they do not participate in the iterative matching process. Third, even though multiple outputs have only partially buffered packets, the partially buffered packets may be in the crosspoint buffers of different inputs, and thus there is no conflict.

IV. SIMULATION RESULTS

In this section, we conduct simulations to verify the analytical results in Section III, and to evaluate the performance of PASA. We consider a 16×16 switch. Each input and output has a bandwidth of $R = 1$ Gbps, and the crossbar has a speedup of two. Because the geometric packet length distribution used in the analysis of Section III-B may have an arbitrary long packet length, it is not practical. We set the packet length to be distributed between 40 and 1,500 bytes [5]. Since in a real network, packet arrival is typically bursty and packets are highly correlated, we use a two-state Markov Modulated Poisson Process (MMPP) to model the incoming traffic [2]. For the destination of the packets, we consider both uniform traffic and non-uniform traffic. For uniform traffic, the destination of a new incoming packet is uniformly distributed among all the output ports, i.e., $\lambda_{ij} = \eta R/N$, where $\eta$ is the effective load. For non-uniform traffic, we use the same model as that in [20]. The traffic arrival rate $\lambda_{ij}$ is defined by $i$, $j$ and an unbalanced probability $w$ as follows.

**A. Throughput**

Theorem 1 in Section III-A shows that for a partially buffered crossbar switch with a speedup of two, PASA achieves 100% throughput for any admissible traffic. We now look at the simulation throughput data. Figure 2(a) demonstrates the switch throughput under different effective loads and crosspoint buffer sizes. We can see that the throughput results of different arbitration rules are almost identical, and grow consistently with the effective load. Finally, all reach 100% throughput when the effective load becomes 1, no matter what the crosspoint buffer size is. Figure 2(b) shows the throughput under non-uniform traffic. We fix the effective load to 1, and adjust the unbalanced probability and the crosspoint buffer size. As can be seen, all the arbitration rules achieve 100% throughput. We can make the conclusion that, the four arbitration rules have no significant difference regarding the throughput performance.

**B. Conflict-free Probability**

Theorem 2 in Section III-B proves that an output in PASA has a large conflict-free probability. In this subsection, we look at the number of iterations for an output to obtain its scheduling decision. It may happen that the output selects one of the fully buffered packets to retrieve, without participating in the iterative matching process. In such a case, the output is counted as using one iteration to obtain its scheduling decision, because it spends approximately the same scheduling time as in the case that its first grant is accepted in an iterative matching process.

Figure 3(a) depicts the percentage of the number of iterations for $Out_0$ to obtain its scheduling decisions in RD, with a fixed buffer size under uniform traffic. The Y-axis denotes...
crossbar switches by reducing the crosspoint buffers to an arbitrary small size. They make a cost performance trade-off, but improve significantly over traditional non-buffered crossbar switches with the small crosspoint buffers. Based on partially buffered crossbar switches, we propose the Packet-mode Asynchronous Scheduling Algorithm (PASA), which combines the features of both distributed and centralized scheduling algorithms. PASA enables different inputs and outputs to work asynchronously, and can directly deal with variable length packets without Segmentation And Reassembly (SAR). We prove that with a speedup of two, PASA achieves 100% throughput for any admissible traffic. We also show that outputs in PASA have a large probability close to one to avoid the more time-consuming centralized scheduling process and thus make fast scheduling decisions. Finally, we present simulation data to show that they are consistent with the analytical results.
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