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Abstract – The imprecision in data streams received at the base station is common in mobile wireless sensor networks. The movement of sensors leads to dynamic spatio-temporal relationships among sensors and invalidates the techniques designed for stationary networks. As one of the first methods designed for mobile environments, we introduce a novel online method to clean the imprecise or dirty data in mobile wireless sensor networks. Our method deploys a belief parameter to select the helpful neighboring sensors to clean data. The belief parameter is based on sensor trajectories and the consistency of their streaming data correctly received at the base station. The evaluation over multiple mobility models shows that the proposed method outperforms the existing data cleaning algorithms, especially in sparse environments where the node density in the system is low. 
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I. INTRODUCTION 

The advantages of mobile wireless sensor networks (MSN) proffer the feasibility of promising applications, such as traffic monitoring [5], wildlife tracking [7], civil planning [6], and epidemic surveillance [8]. The success of these applications heavily depends on the quality of the collected sensor data. In MSN, it is, however, common that the sensor data received at the base station are not as precise as data measured by sensors before the data is transmitted. The imprecise or “dirty” data caused by inherent limited resources of sensors, weak wireless multi-hop communications and node mobility can be noticed as noisy data, missing data, non-ordered data, and outliers, etc. For example, only approximately 40% of sensor data are successfully delivered as experimented with stationary sensors at the Intel research laboratory [4]. This amount of delivered data and its precision will be further reduced by node mobility that causes the node isolation and intermittent connectivity. Such dirty data need to be corrected or cleaned for better data analysis in MSN applications.

There are attempts to clean the sensor databases [14], [15]. They are the offline cleaning methods which need to have the sensor data published in databases as a pre-processing step. As an inherent feature of continuous query in sensor applications, an online method is needed instead. Many popular statistical, probabilistic, machine learning and logic reasoning including Bayesian theorem [1], Markov theorem [12, 16], neural networks [11], moving average method [13] are deployed to clean sensor streams in a real-time fashion. In addition, several frameworks are also proposed a pipeline [2], a belief-based [3] and a model-based [17] fashion to clean sensor streams. However, these methods operate by mainly utilizing the static spatio-temporal relationships among sensors. The node mobility in MSN, which presents the dynamic network topology, then invalidates all existing methods assuming the static sensor relationships.

To our best knowledge, the method in [9] deploying the concept of virtual sensor and adaptive filter techniques is the only method designed to clean data in mobile environments. Nevertheless, this method does not consider the non-synchronization of sampling time among sensors, and its performance is limited by the node density in the system. Thus, we are motivated to clean MSN sensor data with an online method to satisfy the real-time applications. Our main contributions are:

- We introduce a belief-based sensor selection method to identify the group of sensors that is helpful in cleaning data based on their current trajectories and the quality of their data streams.
- We present a novel online data cleaning method designed for the dynamic environment in MSN applications. Our evaluation results show that the cleaning performance of our method outperforms those of virtual sensor-based method in [9] and a method designed for stationary sensor networks in [13].

The problem statement and assumptions are described in section II. Section III explains our proposed method in detail. The evaluation and analysis is then illustrated in section IV. The conclusion is finally shown in section V.

II. PROBLEM STATEMENT AND ASSUMPTIONS 

Assuming that there is a pre-process operating to detect the dirty data, such as outliers, non-ordered data sequence, out-of-date data and missing data, etc., such dirty data is discarded by the system. We develop an online algorithm to clean the dirty data in MSN streams. The designed cleaning process is centralized based architecture, i.e., all cleaning mechanisms including the detection of dirty data and data stream management are conducted at the base station where all sensor data streams are forwarded.

In practice, the trajectory data expressing the time-location information and the sensor measurements from a
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sensor could be delivered to the base station via the different channel as an out-of-bound transmission. Although the sensor measurements are dirty and need to be cleaned, we assume that the trajectory data is correctly received at the base station.

We focus on cleaning the dirty data from sensors, which are moving in a pre-defined area of interest. We assume that multiple sub-areas form up the area of interest. The level of reading in the same sub-area is similar and different from that of adjacent sub-areas. The boundaries among sub-areas are also assumed to be known.

### III. Proposed Method

Our proposed data cleaning method is an area-based approach assuming a priori knowledge of sub-area boundaries. The cleaning process computes the replacement of dirty data by utilizing the readings from a group of sensors that are believed to be offering enough reliable readings from a specific sub-area. In this section, we explain our proposed cleaning method in detail. We first discuss how a group of neighboring sensors is selected for collaborating in the cleaning process. We then describe how the dirty sample is cleansed based on the distance function in both time and location of sensors.

#### A. Belief-based Sensor Selection

With the number of deployed sensors in practice, brute-force methods to select the most correlated data readings are not practical. Based on a priori knowledge of sub-area boundaries, each sub-area has been indexed and matched with a belief table. Our approach is using the belief table, which contains the updated belief degree of each sensor for each sub-area. For a sub-area, the belief degree of each sensor represents how trustworthy a sensor could help cleaning the dirty readings measured within the sub-area at a specific time. It is based on two parameters, which are (1) alibi degree and (2) detection rate of dirty data, explained as follows:

1) **Alibi degree (A)**

   The alibi degree is computed at a specific time to show the accommodation level that a sensor experiences and reads the dedicated measures within a sub-area. At a specific time, the higher the alibi degree of a sensor, the more the sensor operates within the corresponding sub-area. The alibi degree is computed from residence vector and the frequency of existence in the sub-area.

   The residence vector expresses a series of existence of a sensor located in a sub-area. The sensor existence in each sub-area is computed from the trajectory data of each sensor received by the base station. The members of the vector are stored in the allocated window of memory space. They are of Boolean type; 1 when the sensor is located within the corresponding sub-area and 0 when the sensor stays outside that sub-area. For example, illustrated in Fig. 1, a sensor is traversing across a sub-area. If the allocated window size equals 9, the residence vector from time sequence \( t_1 \) to \( t_9 \) will be [0 1 1 0 1 1 0 0 0].

2) **Detection rate of dirty data (D)**

   Although two sensors are in the same sub-area, their different trajectories can lead to different environments affecting the quality of data delivery. Here, we present the detection rate of dirty data to inversely represent the reliability of the data stream of each sensor. As the area-based parameter, the detection rate of dirty data shows the quality of streaming data received from a sensor residing in the corresponding sub-area. An online method, we propose to calculate the detection rate of dirty data as a ratio of the cumulative number of detected dirty samples to the number of all samples that the sensor measured within the corresponding sub-area.

   Note that we assume that a pre-processing module to detect the dirty data exists and correctly detects the
corrupted samples. Intuitively, the lower the detection rate of dirty data, the more reliable the data stream of the sensor residing in a particular sub-area.

3) **Belief degree and sensor selection**

At a time instance, the belief degree of each sensor will be calculated and updated to the belief table specific each sub-area. The belief degree would be proportional to the alibi degree but inversely proportional to the detection rate of dirty data. The derivation could be shown as in (1). The high-level description in updating the belief table of all sub-areas is illustrated in Table I.

\[ \beta = (\alpha \cdot A_N) + (1 - \alpha) \cdot (1 - D) \]  

(1)

where \( \beta \) : belief degree  
\( \alpha \) : belief coefficient  
\( A_N \) : normalized alibi degree  
\( D \) : detection rate of dirty data

Our approach to clean a corrupted sample utilizes the readings from sensors, which are reliable enough. The sensors with the \( \beta \) value higher than a belief threshold \( (\beta_h) \) would then be selected to collaborate in the cleaning process. The proper values of belief threshold \( (\beta_h) \) and belief coefficient \( (\alpha) \), ranging between 0 and 1, are depending on applications and the nature of measurements of the system. For example, if the performance of the dirty data detection module offers a large uncertainty, the belief coefficient would be set close to 1.

**B. Belief-based Cleaning Method**

After a group of sensors is selected to help cleaning the dirty data for the target sensor, a cleaning process will compute the cleansed value to replace the value of the dirty sample. The calculation of cleansed data considers (1) the time difference between the time that each available data of the selected sensors are sampled and the time when the target sensor senses the dirty sample, and (2) the distance between the selected sensors and the target sensor when the target sensor senses that dirty sample. Only readings of the selected sensors sensed in the same sub-area where the dirty data is measured are eligible to be deployed in our proposed cleaning process.

We assume that the lower the sampling time difference and the location distance between the selected sensors and the target sensor, the more similar the data from selected sensors would be to the actual measure of the target sensor. We here propose that a cleansed value will be equal to a weighted average that is indirect to a distance function in (2).

\[ d_c = \frac{\sum_{i=1}^{k} d_i \cdot \frac{1}{\Delta t(d_d,d_i)} \cdot \frac{1}{\Delta L(d_d,d_i)}}{\sum_{i=1}^{k} \frac{1}{\Delta t(d_d,d_i)} \cdot \frac{1}{\Delta L(d_d,d_i)}} \]  

(2)

Where \( k \) : the number of data samples of selected sensors residing in the sub-area  
\( d_c \) : cleansed data of the target sensor  
\( d_i \) : the eligible data from selected sensors

\( \Delta t(d_d,d_i) \): difference in sampling time of the dirty sample \( d_d \) and the eligible data \( d_i \)  
\( \Delta L(d_d,d_i) \): location distance of target sensor and selected sensors when the target sensor senses the dirty sample \( d_d \)

**IV. Evaluation and Analysis**

In this section, we summarize our experiment analysis to evaluate the performance of our proposed algorithm. To our best knowledge, the virtual sensor-based method (VS) in [9] and the proposed belief-based method (BB) are the first algorithms attempting to clean dirty data in MSN environments; therefore, the performance of the proposed method will be compared with the VS method and another designed to clean data in static WSN based on the moving average method [13].

The performance of algorithms is evaluated in a simulated scenario in which there are \( n \) sensors moving randomly and sensing the temperature data. The 200 x 200 m² area of interest is divided into 9 sub-areas, as shown in Fig. 2. These 9 sub-areas will be classified into 3 categories based on the area characteristics: (1) Indoor area, (2) Shaded outdoor area and (3) Outdoor area.

Each category exposes temperature values based on a normal distribution with a different mean but the same standard deviation of 0.5°C. The average temperature value of each category evolves by time according to the change of data trend collected from the Asheville Regional Airport, North Carolina, from January 1-15, 2007 [10]. The mean temperature in indoor areas is roughly 7°C lower than that of shaded area and 13°C lower than that of outdoor areas.

In each round of simulation, each sensor randomly starts sensing data during 0-30th second, and it would constantly sample the data every 30 seconds. With a variety of node densities, each sensor senses 1200 samples as a referenced data set. As we assumed that the dirty samples are detected before progressing to the proposed cleaning module, we randomly assigned a fixed percentage of all samples as the detected dirty data that need to be cleaned. The window size of the residence vector equals 9, and time duration for the existence frequency is set to 5.

**TABLE I. BELIEF TABLE UPDATE**

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>Procedure Belief_update</td>
</tr>
<tr>
<td>2:</td>
<td>for subA = 1 to S // S is number of all sub-areas</td>
</tr>
<tr>
<td>3:</td>
<td>for i = 1 to N // N is number of all deployed sensors</td>
</tr>
<tr>
<td>4:</td>
<td>Calculate the alibi degree;</td>
</tr>
<tr>
<td>5:</td>
<td>Calculate the detection rate of dirty data;</td>
</tr>
<tr>
<td>6:</td>
<td>Calculate the belief degree as shown in Eq.(1);</td>
</tr>
<tr>
<td>7:</td>
<td>Update the belief degree matched with sensor(i) in T;</td>
</tr>
<tr>
<td>8:</td>
<td>end</td>
</tr>
<tr>
<td>9:</td>
<td>end</td>
</tr>
<tr>
<td>10:</td>
<td>end procedure</td>
</tr>
</tbody>
</table>
We considered three mobility models—(1) random waypoint, (2) nomadic, and (3) random street—in our evaluation. The random waypoint [18] is a classic mobility model that each node will move from its current location to a randomly selected new location with a random speed and it will pause before moving to another new location. Instead of the independent random movements, the nomadic mobility [20] represents groups of sensors that collectively move from one location to another. This mobility suits to scenarios of, for example, a class of students touring in a museum. The random street [19] is a newly established mobility model that mimics scenarios when there are path constraints such as walls, buildings and motorways presented as in a real map.

We used the Bonnmotion mobility scenario generator [21] to generate the trajectory data for all mobility models. In nomadic settings, the number of nodes per group is at 10 nodes with deviation of 2 nodes and the maximum group radius is at 15 meters. For the random street, we selected a real area with path constraints in Germany as defined in the GIS reference as the EPSG code: 31466; Gauss-Kruger zone 2. The maximum pause time is set at 60 seconds as similar to that in the random waypoint settings.

The performance of cleaning methods is evaluated by a ratio of the number of “successfully cleaned” samples to the number of whole detected dirty data. This ratio is referred to as the cleaning rate. A dirty sample would be successfully cleaned only when the absolute difference between the output of cleaning process and the referenced data is bounded under a user-defined error threshold.

For BB method, we experimented as the alibi degree and detection rate of dirty data are equally significant. We then set $\alpha$ equal to 0.5 and experiment with $\beta_0$ at 0.7. As we assume that the effective average transmission range of a sensor node is around 20-25 meters, the coverage of VS is then set at 22.5 meters.

We first compared the cleaning performance with various densities of sensor nodes moving in the area of interest as shown in Fig. 3. For all tested mobility models, the performance of our proposed method is superior to that of the VS method especially when the node density is low. In random waypoint models with 0.2 nodes/100 m$^2$, the cleaning rate of the BB method exceeds that of the VS method for at least 50% at 0.5 error threshold.

We also evaluated the cleaning rate when the percentage of detected dirty data is varied as shown in Fig. 4. For all mobility models, the cleaning rate of the proposed method surpasses at least 25% compared to other tested methods.

Scenarios with different average node speed of 2 mph (human walking), 8 mph (biking) and 20 mph (car slowly running) were also experimented. The result in Fig. 5 shows that the proposed method outperforms the VS method for all mobility types. Although the cleaning rate of the proposed method is degraded faster than the VS method in the nomadic mobility model, the superior performance is remaining up to the speed of car slowly running.

V. CONCLUSIONS

In this paper, we have presented a novel simple method of data cleaning suited to MSN applications. Rather than relying on the static spatio-temporal relationships among sensors, which is invalid to MSN, we analyzed the area-based trajectory features as the residence pattern and existence frequency to reveal how a neighboring sensor can help in the cleaning process. Moreover, the cumulative detection rate of dirty data is also utilized to grade the trustworthy level of a data stream within per particular sub-area. The superior performance compared to that of the existing cleaning methods is demonstrated for various mobility models, dirty data rate and average sensor speed.

This work is the very first solution to clean dirty data in MSN. There are more challenging limitations to overcome. The trajectory information can also be dirty or imprecise. Also, the area classification might be unknown and dynamic. Our research direction is to find solutions to cope with such complex situations.
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