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1. Do you believe that the GRID Superscalar would interfere or benefit the concept of the economic model of the GRID as mentioned in a previous presentation (A Case for Economy Grid Architecture for Service Oriented Grid Computing)?

2. Would the addition of web services on a GRID utilizing the GRID Superscalar cause issues with the way the GRID Superscalar tries to make sequential programs parallel?

3. Some of the applications that the GRID Superscalar is geared towards require large data files.  Do you believe that the overhead of sending the same large files around to support parallel processing could be more harmful or wasteful than operating the process sequentially?

4. Could the GRID Superscalar be optimized if it was discovered that there are costs for using various resources?  For example, what if it was found that the connection between two systems on the grid is slower than the connections between the other system due to weather or network congestion?

5. How would the GRID Superscalar adjust if one of the computers that were assigned a task on the GRID suddenly becomes unavailable due to weather, for example?

6. Would there be a reason to use a GRID Superscalar on a GRID that has few systems, where each system has a unique resource that will likely be used by tasks given to the GRID?

7. The converting of the applications from sequential to parallel is done without the programmer’s knowledge.  How would this affect the ability for programmers to deal with exception handling?

8. GRIDs have a very fragmented nature where different parts of the GRID are administered by different organizations and the agreements between each organization on the usage are not necessarily the same.  How could the Superscalar make sure that performance isn’t being hindered by sending tasks to a system that, by agreement, gives much less CPU utilization than another system?

9. Do you feel that it would be possible to use flat files as a synchronization component to allow the GRID Superscalar to allow processes to use a database to maintain the constraints of WaW, RaW, and WaR?

10. Does the system provide any sort of protection against renaming files?  Would the Double Hashtable system be compromised if a submitted task renames files or makes duplicate files as part of its operations?

