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Fig. 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

A drawback of CAM is that it requires feature maps to di-
rectly precede softmax layers, so it is only applicable to a
particular kind of CNN architectures performing global av-
erage pooling over convolutional maps immediately prior to
prediction (i.e. conv feature maps ! global average pooling
! softmax layer). Such architectures may achieve inferior
accuracies compared to general networks on some tasks (e.g.
image classification) or may simply be inapplicable to any
other tasks (e.g. image captioning or VQA). We introduce a
new way of combining feature maps using the gradient signal
that does not require any modification in the network architec-
ture. This allows our approach to be applied to off-the-shelf
CNN-based architectures, including those for image caption-
ing and visual question answering. For a fully-convolutional
architecture, CAM is a special case of Grad-CAM.
Other methods approach localization by classifying perturba-
tions of the input image. Zeiler and Fergus [57] perturb inputs
by occluding patches and classifying the occluded image,
typically resulting in lower classification scores for relevant
objects when those objects are occluded. This principle is ap-
plied for localization in [5]. Oquab et al. [43] classify many
patches containing a pixel then average these patch-wise
scores to provide the pixel’s class-wise score. Unlike these,
our approach achieves localization in one shot; it only re-
quires a single forward and a partial backward pass per image
and thus is typically an order of magnitude more efficient. In
recent work, Zhang et al. [58] introduce contrastive Marginal
Winning Probability (c-MWP), a probabilistic Winner-Take-
All formulation for modelling the top-down attention for
neural classification models which can highlight discrimina-
tive regions. This is computationally more expensive than
Grad-CAM and only works for image classification CNNs.
Moreover, Grad-CAM outperforms c-MWP in quantitative
and qualitative evaluations (see Sec. 4.1 and Sec. D).

3 Grad-CAM

A number of previous works have asserted that deeper repre-
sentations in a CNN capture higher-level visual constructs [6,
41]. Furthermore, convolutional layers naturally retain spatial
information which is lost in fully-connected layers, so we
can expect the last convolutional layers to have the best com-
promise between high-level semantics and detailed spatial
information. The neurons in these layers look for semantic
class-specific information in the image (say object parts).
Grad-CAM uses the gradient information flowing into the
last convolutional layer of the CNN to assign importance
values to each neuron for a particular decision of interest.
Although our technique is fairly general in that it can be used
to explain activations in any layer of a deep network, in this
work, we focus on explaining output layer decisions only.
As shown in Fig. 2, in order to obtain the class-discriminative
localization map Grad-CAM Lc

Grad-CAM 2 Ru⇥v of width u
and height v for any class c, we first compute the gradient of
the score for class c, yc (before the softmax), with respect to
feature map activations Ak of a convolutional layer, i.e. @y
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2 Empirically we found global-average-pooling to work better than
global-max-pooling as can be found in the Appendix.
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Overview
• Goal: Produce ‘visual explanations’ for decisions

• CNNs
• Transparent, Explainable AI

• Approach: Grad-CAM
• Gradient-weighted Class Activation Mapping (Grad-CAM)
• uses gradients
• identifies important regions in an image

• Wider applicability without architectural changes or re-training: 
• CNNs with fully-connected layers
• CNNs for structured outputs such as captioning
• CNNs for multi-modal inputs such as visual question answering
• reinforcement learning
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Overview - II

• Grad-CAM visualizations 
• Explain failure modes 
• Outperform others on the ImageNet localization task
• Robust against adversarial perturbations (?) 
• Assist with model generalization by identifying dataset bias.

• Identify influential neurons
• Explain decisions via text using neuron names.
• User studies
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Introduction

• DNN’s interpretability challenged by lack of decomposability 
• decomposability into intuitive components

• AI needs to fail more gracefully
• Explain cause of failure

• Transparent models
• Why they predict what they predict

• Accuracy vs. Explainability
• Expert rule-based systems more explainable
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Three phases of AI

• AI < Human
• Identify failure models

• AI ≅ Human
• Trust and confidence

• AI > Human
• Machine teaching
• Enable better decision making in human beings 
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Prior Work: CAM

• Class Activation Mapping (CAM) 
• Attribution analysis for images
• Subset of CNNs with no fully-connected layers. 

• Grad-CAM focusses on SOTA DNNs such as ResNet
• Fully connected layers
• Structured outputs
• Multi-modal inputs
• RL
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Good visual explanation

• class-discriminative
• localize the object in the image

• high-resolution
• capture fine-grained detail

• Attributions in (b) and (h)
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(a) Original Image (b) Guided Backprop ‘Cat’ (c) Grad-CAM ‘Cat’ (d)Guided Grad-CAM ‘Cat’ (e) Occlusion map ‘Cat’ (f) ResNet Grad-CAM ‘Cat’

(g) Original Image (h) Guided Backprop ‘Dog’ (i) Grad-CAM ‘Dog’ (j)Guided Grad-CAM ‘Dog’ (k) Occlusion map ‘Dog’ (l)ResNet Grad-CAM ‘Dog’

Fig. 1: (a) Original image with a cat and a dog. (b-f) Support for the cat category according to various visualizations for VGG-16 and ResNet. (b)
Guided Backpropagation [53]: highlights all contributing features. (c, f) Grad-CAM (Ours): localizes class-discriminative regions, (d) Combining
(b) and (c) gives Guided Grad-CAM, which gives high-resolution class-discriminative visualizations. Interestingly, the localizations achieved by
our Grad-CAM technique, (c) are very similar to results from occlusion sensitivity (e), while being orders of magnitude cheaper to compute. (f,
l) are Grad-CAM visualizations for ResNet-18 layer. Note that in (c, f, i, l), red regions corresponds to high score for class, while in (e, k), blue
corresponds to evidence for the class. Figure best viewed in color.

(5) We use neuron importance from Grad-CAM and neuron
names from [4] and obtain textual explanations for model
decisions (Sec. 7).
(6) We conduct human studies (Sec. 5) that show Guided
Grad-CAM explanations are class-discriminative and not
only help humans establish trust, but also help untrained users
successfully discern a ‘stronger’ network from a ‘weaker’
one, even when both make identical predictions.
Paper Organization: The rest of the paper is organized as
follows. In section 3 we propose our approach Grad-CAM
and Guided Grad-CAM. In sections 4 and 5 we evaluate the
localization ability, class-discriminativeness, trustworthyness
and faithfulness of Grad-CAM. In section 6 we show certain
use cases of Grad-CAM such as diagnosing image classifi-
cation CNNs and identifying biases in datasets. In section 7
we provide a way to obtain textual explanations with Grad-
CAM. In section 8 we show how Grad-CAM can be applied
to vision and language models – image captioning and Visual
Question Answering (VQA).

2 Related Work

Our work draws on recent work in CNN visualizations, model
trust assessment, and weakly-supervised localization.
Visualizing CNNs. A number of previous works [51,53,57,
19] have visualized CNN predictions by highlighting ‘impor-
tant’ pixels (i.e. change in intensities of these pixels have
the most impact on the prediction score). Specifically, Si-
monyan et al. [51] visualize partial derivatives of predicted
class scores w.r.t. pixel intensities, while Guided Backprop-
agation [53] and Deconvolution [57] make modifications
to ‘raw’ gradients that result in qualitative improvements.
These approaches are compared in [40]. Despite produc-

ing fine-grained visualizations, these methods are not class-
discriminative. Visualizations with respect to different classes
are nearly identical (see Figures 1b and 1h).
Other visualization methods synthesize images to maximally
activate a network unit [51,16] or invert a latent represen-
tation [41,15]. Although these can be high-resolution and
class-discriminative, they are not specific to a single input
image and visualize a model overall.
Assessing Model Trust. Motivated by notions of interpretabil-
ity [36] and assessing trust in models [47], we evaluate Grad-
CAM visualizations in a manner similar to [47] via human
studies to show that they can be important tools for users to
evaluate and place trust in automated systems.
Aligning Gradient-based Importances. Selvaraju et al. [48]
proposed an approach that uses the gradient-based neuron
importances introduced in our work, and maps it to class-
specific domain knowledge from humans in order to learn
classifiers for novel classes. In future work, Selvaraju et al.
[49] proposed an approach to align gradient-based impor-
tances to human attention maps in order to ground vision and
language models.
Weakly-supervised localization. Another relevant line of
work is weakly-supervised localization in the context of
CNNs, where the task is to localize objects in images us-
ing holistic image class labels only [8,43,44,59].
Most relevant to our approach is the Class Activation Map-
ping (CAM) approach to localization [59]. This approach
modifies image classification CNN architectures replacing
fully-connected layers with convolutional layers and global
average pooling [34], thus achieving class-specific feature
maps. Others have investigated similar methods using global
max pooling [44] and log-sum-exp pooling [45].
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Prior Work

• Visualizing CNNs
• Identify influential pixels or synthesize images for maximal activation
• Simonyan et al. visualize partial derivatives

• Modify these partial derivatives
• Guided Backpropagation
• Deconvolutions
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Prior Work - II

• Assessing Model Trust
• Human subject studies to understand trust in AI.

• Aligning Gradient-based Attributions to Human Attention Maps 
• Map gradient-based attributions to class-specific human knowledge
• Align gradient-based attributions to human attention maps
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Prior Work - III

• Weakly-supervised localization
• Localize objects using image class labels

• Class Activation Mapping (CAM)
• Modifies CNNs

• feature maps must precede softmax
• fully-connected layers replaced by 

• convolutional layers and 
• global average pooling

• Related ideas: Gobal max pooling; also, log-sum-exp pooling
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Prior Work - IV

• Perturbing the input
• Classifying images with occluding patches

• Use average score of multiple patches containing a pixel
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Fig. 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

A drawback of CAM is that it requires feature maps to di-
rectly precede softmax layers, so it is only applicable to a
particular kind of CNN architectures performing global av-
erage pooling over convolutional maps immediately prior to
prediction (i.e. conv feature maps ! global average pooling
! softmax layer). Such architectures may achieve inferior
accuracies compared to general networks on some tasks (e.g.
image classification) or may simply be inapplicable to any
other tasks (e.g. image captioning or VQA). We introduce a
new way of combining feature maps using the gradient signal
that does not require any modification in the network architec-
ture. This allows our approach to be applied to off-the-shelf
CNN-based architectures, including those for image caption-
ing and visual question answering. For a fully-convolutional
architecture, CAM is a special case of Grad-CAM.
Other methods approach localization by classifying perturba-
tions of the input image. Zeiler and Fergus [57] perturb inputs
by occluding patches and classifying the occluded image,
typically resulting in lower classification scores for relevant
objects when those objects are occluded. This principle is ap-
plied for localization in [5]. Oquab et al. [43] classify many
patches containing a pixel then average these patch-wise
scores to provide the pixel’s class-wise score. Unlike these,
our approach achieves localization in one shot; it only re-
quires a single forward and a partial backward pass per image
and thus is typically an order of magnitude more efficient. In
recent work, Zhang et al. [58] introduce contrastive Marginal
Winning Probability (c-MWP), a probabilistic Winner-Take-
All formulation for modelling the top-down attention for
neural classification models which can highlight discrimina-
tive regions. This is computationally more expensive than
Grad-CAM and only works for image classification CNNs.
Moreover, Grad-CAM outperforms c-MWP in quantitative
and qualitative evaluations (see Sec. 4.1 and Sec. D).

3 Grad-CAM

A number of previous works have asserted that deeper repre-
sentations in a CNN capture higher-level visual constructs [6,
41]. Furthermore, convolutional layers naturally retain spatial
information which is lost in fully-connected layers, so we
can expect the last convolutional layers to have the best com-
promise between high-level semantics and detailed spatial
information. The neurons in these layers look for semantic
class-specific information in the image (say object parts).
Grad-CAM uses the gradient information flowing into the
last convolutional layer of the CNN to assign importance
values to each neuron for a particular decision of interest.
Although our technique is fairly general in that it can be used
to explain activations in any layer of a deep network, in this
work, we focus on explaining output layer decisions only.
As shown in Fig. 2, in order to obtain the class-discriminative
localization map Grad-CAM Lc

Grad-CAM 2 Ru⇥v of width u
and height v for any class c, we first compute the gradient of
the score for class c, yc (before the softmax), with respect to
feature map activations Ak of a convolutional layer, i.e. @y

c

@Ak .
These gradients flowing back are global-average-pooled 2

over the width and height dimensions (indexed by i and j
respectively) to obtain the neuron importance weights ↵c
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2 Empirically we found global-average-pooling to work better than
global-max-pooling as can be found in the Appendix.
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Motivation
• Deeper CNN representations describe higher-level visual information.

• Convolutional layers naturally contain spatial information 
• Lost in fully connected layers
• Intuitively, anticipate last convolutional layers to be most informative.
• Spatial information
• Discriminative semantic value 

• High-level Idea of Grad-CAM: Employ the gradient of the last CNN 
convolutional layer for attribution analysis. 
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Technical Details - I 
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Fig. 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

A drawback of CAM is that it requires feature maps to di-
rectly precede softmax layers, so it is only applicable to a
particular kind of CNN architectures performing global av-
erage pooling over convolutional maps immediately prior to
prediction (i.e. conv feature maps ! global average pooling
! softmax layer). Such architectures may achieve inferior
accuracies compared to general networks on some tasks (e.g.
image classification) or may simply be inapplicable to any
other tasks (e.g. image captioning or VQA). We introduce a
new way of combining feature maps using the gradient signal
that does not require any modification in the network architec-
ture. This allows our approach to be applied to off-the-shelf
CNN-based architectures, including those for image caption-
ing and visual question answering. For a fully-convolutional
architecture, CAM is a special case of Grad-CAM.
Other methods approach localization by classifying perturba-
tions of the input image. Zeiler and Fergus [57] perturb inputs
by occluding patches and classifying the occluded image,
typically resulting in lower classification scores for relevant
objects when those objects are occluded. This principle is ap-
plied for localization in [5]. Oquab et al. [43] classify many
patches containing a pixel then average these patch-wise
scores to provide the pixel’s class-wise score. Unlike these,
our approach achieves localization in one shot; it only re-
quires a single forward and a partial backward pass per image
and thus is typically an order of magnitude more efficient. In
recent work, Zhang et al. [58] introduce contrastive Marginal
Winning Probability (c-MWP), a probabilistic Winner-Take-
All formulation for modelling the top-down attention for
neural classification models which can highlight discrimina-
tive regions. This is computationally more expensive than
Grad-CAM and only works for image classification CNNs.
Moreover, Grad-CAM outperforms c-MWP in quantitative
and qualitative evaluations (see Sec. 4.1 and Sec. D).

3 Grad-CAM

A number of previous works have asserted that deeper repre-
sentations in a CNN capture higher-level visual constructs [6,
41]. Furthermore, convolutional layers naturally retain spatial
information which is lost in fully-connected layers, so we
can expect the last convolutional layers to have the best com-
promise between high-level semantics and detailed spatial
information. The neurons in these layers look for semantic
class-specific information in the image (say object parts).
Grad-CAM uses the gradient information flowing into the
last convolutional layer of the CNN to assign importance
values to each neuron for a particular decision of interest.
Although our technique is fairly general in that it can be used
to explain activations in any layer of a deep network, in this
work, we focus on explaining output layer decisions only.
As shown in Fig. 2, in order to obtain the class-discriminative
localization map Grad-CAM Lc

Grad-CAM 2 Ru⇥v of width u
and height v for any class c, we first compute the gradient of
the score for class c, yc (before the softmax), with respect to
feature map activations Ak of a convolutional layer, i.e. @y
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Fig. 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

A drawback of CAM is that it requires feature maps to di-
rectly precede softmax layers, so it is only applicable to a
particular kind of CNN architectures performing global av-
erage pooling over convolutional maps immediately prior to
prediction (i.e. conv feature maps ! global average pooling
! softmax layer). Such architectures may achieve inferior
accuracies compared to general networks on some tasks (e.g.
image classification) or may simply be inapplicable to any
other tasks (e.g. image captioning or VQA). We introduce a
new way of combining feature maps using the gradient signal
that does not require any modification in the network architec-
ture. This allows our approach to be applied to off-the-shelf
CNN-based architectures, including those for image caption-
ing and visual question answering. For a fully-convolutional
architecture, CAM is a special case of Grad-CAM.
Other methods approach localization by classifying perturba-
tions of the input image. Zeiler and Fergus [57] perturb inputs
by occluding patches and classifying the occluded image,
typically resulting in lower classification scores for relevant
objects when those objects are occluded. This principle is ap-
plied for localization in [5]. Oquab et al. [43] classify many
patches containing a pixel then average these patch-wise
scores to provide the pixel’s class-wise score. Unlike these,
our approach achieves localization in one shot; it only re-
quires a single forward and a partial backward pass per image
and thus is typically an order of magnitude more efficient. In
recent work, Zhang et al. [58] introduce contrastive Marginal
Winning Probability (c-MWP), a probabilistic Winner-Take-
All formulation for modelling the top-down attention for
neural classification models which can highlight discrimina-
tive regions. This is computationally more expensive than
Grad-CAM and only works for image classification CNNs.
Moreover, Grad-CAM outperforms c-MWP in quantitative
and qualitative evaluations (see Sec. 4.1 and Sec. D).

3 Grad-CAM

A number of previous works have asserted that deeper repre-
sentations in a CNN capture higher-level visual constructs [6,
41]. Furthermore, convolutional layers naturally retain spatial
information which is lost in fully-connected layers, so we
can expect the last convolutional layers to have the best com-
promise between high-level semantics and detailed spatial
information. The neurons in these layers look for semantic
class-specific information in the image (say object parts).
Grad-CAM uses the gradient information flowing into the
last convolutional layer of the CNN to assign importance
values to each neuron for a particular decision of interest.
Although our technique is fairly general in that it can be used
to explain activations in any layer of a deep network, in this
work, we focus on explaining output layer decisions only.
As shown in Fig. 2, in order to obtain the class-discriminative
localization map Grad-CAM Lc

Grad-CAM 2 Ru⇥v of width u
and height v for any class c, we first compute the gradient of
the score for class c, yc (before the softmax), with respect to
feature map activations Ak of a convolutional layer, i.e. @y

c

@Ak .
These gradients flowing back are global-average-pooled 2

over the width and height dimensions (indexed by i and j
respectively) to obtain the neuron importance weights ↵c

k
:

↵c

k
=

global average poolingz }| {
1

Z

X

i

X

j

@yc

@Ak

ij

| {z }
gradients via backprop

(1)

During computation of ↵c

k
while backpropagating gradients

with respect to activations, the exact computation amounts

2 Empirically we found global-average-pooling to work better than
global-max-pooling as can be found in the Appendix.



Technical Details - II 

15

4 Ramprasaath R. Selvaraju et al.

Fig. 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

A drawback of CAM is that it requires feature maps to di-
rectly precede softmax layers, so it is only applicable to a
particular kind of CNN architectures performing global av-
erage pooling over convolutional maps immediately prior to
prediction (i.e. conv feature maps ! global average pooling
! softmax layer). Such architectures may achieve inferior
accuracies compared to general networks on some tasks (e.g.
image classification) or may simply be inapplicable to any
other tasks (e.g. image captioning or VQA). We introduce a
new way of combining feature maps using the gradient signal
that does not require any modification in the network architec-
ture. This allows our approach to be applied to off-the-shelf
CNN-based architectures, including those for image caption-
ing and visual question answering. For a fully-convolutional
architecture, CAM is a special case of Grad-CAM.
Other methods approach localization by classifying perturba-
tions of the input image. Zeiler and Fergus [57] perturb inputs
by occluding patches and classifying the occluded image,
typically resulting in lower classification scores for relevant
objects when those objects are occluded. This principle is ap-
plied for localization in [5]. Oquab et al. [43] classify many
patches containing a pixel then average these patch-wise
scores to provide the pixel’s class-wise score. Unlike these,
our approach achieves localization in one shot; it only re-
quires a single forward and a partial backward pass per image
and thus is typically an order of magnitude more efficient. In
recent work, Zhang et al. [58] introduce contrastive Marginal
Winning Probability (c-MWP), a probabilistic Winner-Take-
All formulation for modelling the top-down attention for
neural classification models which can highlight discrimina-
tive regions. This is computationally more expensive than
Grad-CAM and only works for image classification CNNs.
Moreover, Grad-CAM outperforms c-MWP in quantitative
and qualitative evaluations (see Sec. 4.1 and Sec. D).

3 Grad-CAM

A number of previous works have asserted that deeper repre-
sentations in a CNN capture higher-level visual constructs [6,
41]. Furthermore, convolutional layers naturally retain spatial
information which is lost in fully-connected layers, so we
can expect the last convolutional layers to have the best com-
promise between high-level semantics and detailed spatial
information. The neurons in these layers look for semantic
class-specific information in the image (say object parts).
Grad-CAM uses the gradient information flowing into the
last convolutional layer of the CNN to assign importance
values to each neuron for a particular decision of interest.
Although our technique is fairly general in that it can be used
to explain activations in any layer of a deep network, in this
work, we focus on explaining output layer decisions only.
As shown in Fig. 2, in order to obtain the class-discriminative
localization map Grad-CAM Lc

Grad-CAM 2 Ru⇥v of width u
and height v for any class c, we first compute the gradient of
the score for class c, yc (before the softmax), with respect to
feature map activations Ak of a convolutional layer, i.e. @y

c

@Ak .
These gradients flowing back are global-average-pooled 2

over the width and height dimensions (indexed by i and j
respectively) to obtain the neuron importance weights ↵c

k
:
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=
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gradients via backprop

(1)

During computation of ↵c

k
while backpropagating gradients

with respect to activations, the exact computation amounts

2 Empirically we found global-average-pooling to work better than
global-max-pooling as can be found in the Appendix.
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,

Lc

Grad-CAM = ReLU
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k
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| {z }
linear combination

(2)

Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,

Y c =
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class feature weights
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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CAM computes the final scores by,
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where wc
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is the weight connecting the kth feature map with

the cth class. Taking the gradient of the score for class c (Y c)
with respect to the feature map F k we get,
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1). Thus, we can re-order terms and see that

wc

k
=
X

i

X

j

@Y c

@Ak

ij

(11)

Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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• Does not perform detailed attribution analysis in the pixel space
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• suppressing negative gradients while backpropagating through ReLU
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Fig. 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

A drawback of CAM is that it requires feature maps to di-
rectly precede softmax layers, so it is only applicable to a
particular kind of CNN architectures performing global av-
erage pooling over convolutional maps immediately prior to
prediction (i.e. conv feature maps ! global average pooling
! softmax layer). Such architectures may achieve inferior
accuracies compared to general networks on some tasks (e.g.
image classification) or may simply be inapplicable to any
other tasks (e.g. image captioning or VQA). We introduce a
new way of combining feature maps using the gradient signal
that does not require any modification in the network architec-
ture. This allows our approach to be applied to off-the-shelf
CNN-based architectures, including those for image caption-
ing and visual question answering. For a fully-convolutional
architecture, CAM is a special case of Grad-CAM.
Other methods approach localization by classifying perturba-
tions of the input image. Zeiler and Fergus [57] perturb inputs
by occluding patches and classifying the occluded image,
typically resulting in lower classification scores for relevant
objects when those objects are occluded. This principle is ap-
plied for localization in [5]. Oquab et al. [43] classify many
patches containing a pixel then average these patch-wise
scores to provide the pixel’s class-wise score. Unlike these,
our approach achieves localization in one shot; it only re-
quires a single forward and a partial backward pass per image
and thus is typically an order of magnitude more efficient. In
recent work, Zhang et al. [58] introduce contrastive Marginal
Winning Probability (c-MWP), a probabilistic Winner-Take-
All formulation for modelling the top-down attention for
neural classification models which can highlight discrimina-
tive regions. This is computationally more expensive than
Grad-CAM and only works for image classification CNNs.
Moreover, Grad-CAM outperforms c-MWP in quantitative
and qualitative evaluations (see Sec. 4.1 and Sec. D).

3 Grad-CAM

A number of previous works have asserted that deeper repre-
sentations in a CNN capture higher-level visual constructs [6,
41]. Furthermore, convolutional layers naturally retain spatial
information which is lost in fully-connected layers, so we
can expect the last convolutional layers to have the best com-
promise between high-level semantics and detailed spatial
information. The neurons in these layers look for semantic
class-specific information in the image (say object parts).
Grad-CAM uses the gradient information flowing into the
last convolutional layer of the CNN to assign importance
values to each neuron for a particular decision of interest.
Although our technique is fairly general in that it can be used
to explain activations in any layer of a deep network, in this
work, we focus on explaining output layer decisions only.
As shown in Fig. 2, in order to obtain the class-discriminative
localization map Grad-CAM Lc

Grad-CAM 2 Ru⇥v of width u
and height v for any class c, we first compute the gradient of
the score for class c, yc (before the softmax), with respect to
feature map activations Ak of a convolutional layer, i.e. @y

c

@Ak .
These gradients flowing back are global-average-pooled 2

over the width and height dimensions (indexed by i and j
respectively) to obtain the neuron importance weights ↵c

k
:
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=

global average poolingz }| {
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gradients via backprop

(1)

During computation of ↵c

k
while backpropagating gradients

with respect to activations, the exact computation amounts

2 Empirically we found global-average-pooling to work better than
global-max-pooling as can be found in the Appendix.
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Grad-CAM = ReLU
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k
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| {z }
linear combination

(2)

Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,

Y c =
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wc

k

|{z}
class feature weights

global average poolingz }| {
1

Z

X

i

X

j
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feature map

(3)

3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,

F k =
1

Z
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j
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ij
(4)

CAM computes the final scores by,

Y c =
X

k
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k
· F k (5)

where wc

k
is the weight connecting the kth feature map with

the cth class. Taking the gradient of the score for class c (Y c)
with respect to the feature map F k we get,
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(6)

Taking partial derivative of (4) w.r.t. Ak
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, we can see that
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. Substituting this in (6), we get,
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=
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· Z (7)

From (5) we get that, @Y
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. Hence,
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Summing both sides of (8) over all pixels (i, j),
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do not depend on (i, j), rewriting this as
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Note that Z is the number of pixels in the feature map (or
Z =
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1). Thus, we can re-order terms and see that
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,

Lc

Grad-CAM = ReLU
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,

Y c =
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class feature weights

global average poolingz }| {
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,

F k =
1

Z
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(4)

CAM computes the final scores by,

Y c =
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· F k (5)

where wc

k
is the weight connecting the kth feature map with

the cth class. Taking the gradient of the score for class c (Y c)
with respect to the feature map F k we get,
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1). Thus, we can re-order terms and see that
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,

Lc

Grad-CAM = ReLU
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,

Y c =
X

k

wc

k

|{z}
class feature weights

global average poolingz }| {
1

Z

X

i

X

j

Ak

ij

|{z}
feature map

(3)

3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,

F k =
1

Z
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i
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j
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(4)

CAM computes the final scores by,

Y c =
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k
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· F k (5)

where wc

k
is the weight connecting the kth feature map with

the cth class. Taking the gradient of the score for class c (Y c)
with respect to the feature map F k we get,
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
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such as those for image captioning and VQA (Sec. 8.2).
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to. Hence, this weight ↵c
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Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
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3 We find that Grad-CAM maps become progressively worse as we
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out during visualization, the expression for wc
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is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
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sometimes highlight more than just the desired class and
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Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
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as the convolutional feature maps (14 ⇥ 14 in the case of
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networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
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Negative pixels are likely to belong to other categories in the
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sometimes highlight more than just the desired class and
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networks) 3. We apply a ReLU to the linear combination
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whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.
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move to earlier convolutional layers as they have smaller receptive fields
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respectively. Ablation studies are available in Sec. B.
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variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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CAM computes the final scores by,
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where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc
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is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c
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represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
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maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,

Y c =
X

k

wc

k

|{z}
class feature weights

global average poolingz }| {
1

Z

X

i

X

j

Ak

ij

|{z}
feature map

(3)

3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,

F k =
1
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(4)

CAM computes the final scores by,
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where wc
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with respect to the feature map F k we get,
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,

F k =
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(4)

CAM computes the final scores by,

Y c =
X

k
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k
· F k (5)

where wc

k
is the weight connecting the kth feature map with

the cth class. Taking the gradient of the score for class c (Y c)
with respect to the feature map F k we get,
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1). Thus, we can re-order terms and see that
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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CAM computes the final scores by,
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where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak
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refers to the activation at location (i, j) of the feature
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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CAM computes the final scores by,
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where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc
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is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c
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represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to. Hence, this weight ↵c
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
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ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).

Grad-CAM: Visual Explanations from Deep Networks via Gradient-based Localization 5

to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c
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represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc
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is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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(4)

CAM computes the final scores by,

Y c =
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where wc
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is the weight connecting the kth feature map with

the cth class. Taking the gradient of the score for class c (Y c)
with respect to the feature map F k we get,
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak

ij
refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
Global Average Pooling (GAP) and linearly transformed to
produce a score Y c for each class c,
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,

F k =
1

Z

X

i

X

j

Ak

ij
(4)

CAM computes the final scores by,

Y c =
X

k

wc

k
· F k (5)

where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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to successive matrix products of the weight matrices and
the gradient with respect to activation functions till the final
convolution layer that the gradients are being propagated
to. Hence, this weight ↵c

k
represents a partial linearization

of the deep network downstream from A, and captures the
‘importance’ of feature map k for a target class c.
We perform a weighted combination of forward activation
maps, and follow it by a ReLU to obtain,
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
pooled convolutional feature maps are fed directly into soft-
max. Specifically, let the penultimate layer produce K feature
maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
Ak
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refers to the activation at location (i, j) of the feature

map Ak. These feature maps are then spatially pooled using
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
and only focus on less semantic local features.

Let us define F k to be the global average pooled output,
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CAM computes the final scores by,
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where wc
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc
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is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
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Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.
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Negative pixels are likely to belong to other categories in the
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Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
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whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
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respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
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vation including words from a caption or answer to a question.
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Notice that this results in a coarse heatmap of the same size
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last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.

3.1 Grad-CAM generalizes CAM

In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
mally prove that Grad-CAM generalizes CAM for a wide
variety of CNN-based architectures. Recall that CAM pro-
duces a localization map for an image classification CNN
with a specific kind of architecture where global average
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maps, Ak 2 Ru⇥v, with each element indexed by i, j. So
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.
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In this section, we discuss the connections between Grad-
CAM and Class Activation Mapping (CAM) [59], and for-
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duces a localization map for an image classification CNN
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Notice that this results in a coarse heatmap of the same size
as the convolutional feature maps (14 ⇥ 14 in the case of
last convolutional layers of VGG [52] and AlexNet [33]
networks) 3. We apply a ReLU to the linear combination
of maps because we are only interested in the features that
have a positive influence on the class of interest, i.e. pixels
whose intensity should be increased in order to increase yc.
Negative pixels are likely to belong to other categories in the
image. As expected, without this ReLU, localization maps
sometimes highlight more than just the desired class and
perform worse at localization. Figures 1c, 1f and 1i, 1l show
Grad-CAM visualizations for ‘tiger cat’ and ‘boxer (dog)’
respectively. Ablation studies are available in Sec. B.
In general, yc need not be the class score produced by an
image classification CNN. It could be any differentiable acti-
vation including words from a caption or answer to a question.
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CAM and Class Activation Mapping (CAM) [59], and for-
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc

k
is identical to

↵c

k
used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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3 We find that Grad-CAM maps become progressively worse as we
move to earlier convolutional layers as they have smaller receptive fields
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Up to a proportionality constant (1/Z) that gets normalized-
out during visualization, the expression for wc
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is identical to
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used by Grad-CAM (1). Thus, Grad-CAM is a strict gen-

eralization of CAM. This generalization allows us to generate
visual explanations from CNN-based models that cascade
convolutional layers with much more complex interactions,
such as those for image captioning and VQA (Sec. 8.2).
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3.2 Guided Grad-CAM

While Grad-CAM is class-discriminative and localizes rel-
evant image regions, it lacks the ability to highlight fine-
grained details like pixel-space gradient visualization meth-
ods (Guided Backpropagation [53], Deconvolution [57]).
Guided Backpropagation visualizes gradients with respect
to the image where negative gradients are suppressed when
backpropagating through ReLU layers. Intuitively, this aims
to capture pixels detected by neurons, not the ones that sup-
press neurons. See Figure 1c, where Grad-CAM can easily lo-
calize the cat; however, it is unclear from the coarse heatmap
why the network predicts this particular instance as ‘tiger
cat’. In order to combine the best aspects of both, we fuse
Guided Backpropagation and Grad-CAM visualizations via
element-wise multiplication (Lc

Grad-CAM is first upsampled
to the input image resolution using bilinear interpolation).
Fig. 2 bottom-left illustrates this fusion. This visualization
is both high-resolution (when the class of interest is ‘tiger
cat’, it identifies important ‘tiger cat’ features like stripes,
pointy ears and eyes) and class-discriminative (it highlights
the ‘tiger cat’ but not the ‘boxer (dog)’). Replacing Guided
Backpropagation with Deconvolution gives similar results,
but we found Deconvolution visualizations to have artifacts
and Guided Backpropagation to be generally less noisy.

3.3 Counterfactual Explanations

Using a slight modification to Grad-CAM, we can obtain
explanations that highlight support for regions that would
make the network change its prediction. As a consequence,
removing concepts occurring in those regions would make
the model more confident about its prediction. We refer to
this explanation modality as counterfactual explanations.
Specifically, we negate the gradient of yc (score for class c)
with respect to feature maps A of a convolutional layer. Thus
the importance weights ↵c

k
now become

↵c

k
=

global average poolingz }| {
1

Z

X

i

X

j

� @yc

@Ak

ij

| {z }
Negative gradients

(12)

As in (2), we take a weighted sum of the forward activation
maps, A, with weights ↵c

k
, and follow it by a ReLU to obtain

counterfactual explanations as shown in Fig. 3.

4 Evaluating Localization Ability of Grad-CAM

4.1 Weakly-supervised Localization

In this section, we evaluate the localization capability of Grad-
CAM in the context of image classification. The ImageNet

(a) Original Image (b) Cat Counterfactual exp (c) Dog Counterfactual exp

Fig. 3: Counterfactual Explanations with Grad-CAM

localization challenge [14] requires approaches to provide
bounding boxes in addition to classification labels. Similar
to classification, evaluation is performed for both the top-1
and top-5 predicted categories.
Given an image, we first obtain class predictions from our
network and then generate Grad-CAM maps for each of the
predicted classes and binarize them with a threshold of 15%
of the max intensity. This results in connected segments of
pixels and we draw a bounding box around the single largest
segment. Note that this is weakly-supervised localization –
the models were never exposed to bounding box annotations
during training.
We evaluate Grad-CAM localization with off-the-shelf pre-
trained VGG-16 [52] , AlexNet [33] and GoogleNet [54]
(obtained from the Caffe [27] Zoo). Following ILSVRC-15
evaluation, we report both top-1 and top-5 localization errors
on the val set in Table. 1. Grad-CAM localization errors are
significantly better than those achieved by c-MWP [58] and
Simonyan et al. [51], which use grab-cut to post-process im-
age space gradients into heat maps. Grad-CAM for VGG-16
also achieves better top-1 localization error than CAM [59],
which requires a change in the model architecture, necessi-
tates re-training and thereby achieves worse classification
errors (2.98% worse top-1), while Grad-CAM does not com-
promise on classification performance.

Classification Localization

Top-1 Top-5 Top-1 Top-5

V
G

G
-1

6

Backprop [51] 30.38 10.89 61.12 51.46
c-MWP [58] 30.38 10.89 70.92 63.04
Grad-CAM (ours) 30.38 10.89 56.51 46.41

CAM [59] 33.40 12.20 57.20 45.14

A
le

xN
et c-MWP [58] 44.2 20.8 92.6 89.2

Grad-CAM (ours) 44.2 20.8 68.3 56.6

G
oo

gl
eN

et Grad-CAM (ours) 31.9 11.3 60.09 49.34
CAM [59] 31.9 11.3 60.09 49.34

Table 1: Classification and localization error % on ILSVRC-15 val
(lower is better) for VGG-16, AlexNet and GoogleNet. We see that
Grad-CAM achieves superior localization errors without compromising
on classification performance.

4.2 Weakly-supervised Segmentation

Semantic segmentation involves the task of assigning each
pixel in the image an object class (or background class). Be-



Counterfactual Explanations - II 
• Counterfactuals: Area that causes change in classification.
• Removing these should enhance model confidence in prediction. 

26

6 Ramprasaath R. Selvaraju et al.

3.2 Guided Grad-CAM

While Grad-CAM is class-discriminative and localizes rel-
evant image regions, it lacks the ability to highlight fine-
grained details like pixel-space gradient visualization meth-
ods (Guided Backpropagation [53], Deconvolution [57]).
Guided Backpropagation visualizes gradients with respect
to the image where negative gradients are suppressed when
backpropagating through ReLU layers. Intuitively, this aims
to capture pixels detected by neurons, not the ones that sup-
press neurons. See Figure 1c, where Grad-CAM can easily lo-
calize the cat; however, it is unclear from the coarse heatmap
why the network predicts this particular instance as ‘tiger
cat’. In order to combine the best aspects of both, we fuse
Guided Backpropagation and Grad-CAM visualizations via
element-wise multiplication (Lc

Grad-CAM is first upsampled
to the input image resolution using bilinear interpolation).
Fig. 2 bottom-left illustrates this fusion. This visualization
is both high-resolution (when the class of interest is ‘tiger
cat’, it identifies important ‘tiger cat’ features like stripes,
pointy ears and eyes) and class-discriminative (it highlights
the ‘tiger cat’ but not the ‘boxer (dog)’). Replacing Guided
Backpropagation with Deconvolution gives similar results,
but we found Deconvolution visualizations to have artifacts
and Guided Backpropagation to be generally less noisy.

3.3 Counterfactual Explanations

Using a slight modification to Grad-CAM, we can obtain
explanations that highlight support for regions that would
make the network change its prediction. As a consequence,
removing concepts occurring in those regions would make
the model more confident about its prediction. We refer to
this explanation modality as counterfactual explanations.
Specifically, we negate the gradient of yc (score for class c)
with respect to feature maps A of a convolutional layer. Thus
the importance weights ↵c

k
now become
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As in (2), we take a weighted sum of the forward activation
maps, A, with weights ↵c

k
, and follow it by a ReLU to obtain

counterfactual explanations as shown in Fig. 3.

4 Evaluating Localization Ability of Grad-CAM

4.1 Weakly-supervised Localization

In this section, we evaluate the localization capability of Grad-
CAM in the context of image classification. The ImageNet

(a) Original Image (b) Cat Counterfactual exp (c) Dog Counterfactual exp

Fig. 3: Counterfactual Explanations with Grad-CAM

localization challenge [14] requires approaches to provide
bounding boxes in addition to classification labels. Similar
to classification, evaluation is performed for both the top-1
and top-5 predicted categories.
Given an image, we first obtain class predictions from our
network and then generate Grad-CAM maps for each of the
predicted classes and binarize them with a threshold of 15%
of the max intensity. This results in connected segments of
pixels and we draw a bounding box around the single largest
segment. Note that this is weakly-supervised localization –
the models were never exposed to bounding box annotations
during training.
We evaluate Grad-CAM localization with off-the-shelf pre-
trained VGG-16 [52] , AlexNet [33] and GoogleNet [54]
(obtained from the Caffe [27] Zoo). Following ILSVRC-15
evaluation, we report both top-1 and top-5 localization errors
on the val set in Table. 1. Grad-CAM localization errors are
significantly better than those achieved by c-MWP [58] and
Simonyan et al. [51], which use grab-cut to post-process im-
age space gradients into heat maps. Grad-CAM for VGG-16
also achieves better top-1 localization error than CAM [59],
which requires a change in the model architecture, necessi-
tates re-training and thereby achieves worse classification
errors (2.98% worse top-1), while Grad-CAM does not com-
promise on classification performance.

Classification Localization

Top-1 Top-5 Top-1 Top-5
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Backprop [51] 30.38 10.89 61.12 51.46
c-MWP [58] 30.38 10.89 70.92 63.04
Grad-CAM (ours) 30.38 10.89 56.51 46.41

CAM [59] 33.40 12.20 57.20 45.14
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et c-MWP [58] 44.2 20.8 92.6 89.2

Grad-CAM (ours) 44.2 20.8 68.3 56.6
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et Grad-CAM (ours) 31.9 11.3 60.09 49.34
CAM [59] 31.9 11.3 60.09 49.34

Table 1: Classification and localization error % on ILSVRC-15 val
(lower is better) for VGG-16, AlexNet and GoogleNet. We see that
Grad-CAM achieves superior localization errors without compromising
on classification performance.

4.2 Weakly-supervised Segmentation

Semantic segmentation involves the task of assigning each
pixel in the image an object class (or background class). Be-

Image reproduced under fair use from 
https://arxiv.org/pdf/1610.02391.pdf
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3.2 Guided Grad-CAM

While Grad-CAM is class-discriminative and localizes rel-
evant image regions, it lacks the ability to highlight fine-
grained details like pixel-space gradient visualization meth-
ods (Guided Backpropagation [53], Deconvolution [57]).
Guided Backpropagation visualizes gradients with respect
to the image where negative gradients are suppressed when
backpropagating through ReLU layers. Intuitively, this aims
to capture pixels detected by neurons, not the ones that sup-
press neurons. See Figure 1c, where Grad-CAM can easily lo-
calize the cat; however, it is unclear from the coarse heatmap
why the network predicts this particular instance as ‘tiger
cat’. In order to combine the best aspects of both, we fuse
Guided Backpropagation and Grad-CAM visualizations via
element-wise multiplication (Lc

Grad-CAM is first upsampled
to the input image resolution using bilinear interpolation).
Fig. 2 bottom-left illustrates this fusion. This visualization
is both high-resolution (when the class of interest is ‘tiger
cat’, it identifies important ‘tiger cat’ features like stripes,
pointy ears and eyes) and class-discriminative (it highlights
the ‘tiger cat’ but not the ‘boxer (dog)’). Replacing Guided
Backpropagation with Deconvolution gives similar results,
but we found Deconvolution visualizations to have artifacts
and Guided Backpropagation to be generally less noisy.

3.3 Counterfactual Explanations

Using a slight modification to Grad-CAM, we can obtain
explanations that highlight support for regions that would
make the network change its prediction. As a consequence,
removing concepts occurring in those regions would make
the model more confident about its prediction. We refer to
this explanation modality as counterfactual explanations.
Specifically, we negate the gradient of yc (score for class c)
with respect to feature maps A of a convolutional layer. Thus
the importance weights ↵c

k
now become
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As in (2), we take a weighted sum of the forward activation
maps, A, with weights ↵c

k
, and follow it by a ReLU to obtain

counterfactual explanations as shown in Fig. 3.

4 Evaluating Localization Ability of Grad-CAM

4.1 Weakly-supervised Localization

In this section, we evaluate the localization capability of Grad-
CAM in the context of image classification. The ImageNet

(a) Original Image (b) Cat Counterfactual exp (c) Dog Counterfactual exp

Fig. 3: Counterfactual Explanations with Grad-CAM

localization challenge [14] requires approaches to provide
bounding boxes in addition to classification labels. Similar
to classification, evaluation is performed for both the top-1
and top-5 predicted categories.
Given an image, we first obtain class predictions from our
network and then generate Grad-CAM maps for each of the
predicted classes and binarize them with a threshold of 15%
of the max intensity. This results in connected segments of
pixels and we draw a bounding box around the single largest
segment. Note that this is weakly-supervised localization –
the models were never exposed to bounding box annotations
during training.
We evaluate Grad-CAM localization with off-the-shelf pre-
trained VGG-16 [52] , AlexNet [33] and GoogleNet [54]
(obtained from the Caffe [27] Zoo). Following ILSVRC-15
evaluation, we report both top-1 and top-5 localization errors
on the val set in Table. 1. Grad-CAM localization errors are
significantly better than those achieved by c-MWP [58] and
Simonyan et al. [51], which use grab-cut to post-process im-
age space gradients into heat maps. Grad-CAM for VGG-16
also achieves better top-1 localization error than CAM [59],
which requires a change in the model architecture, necessi-
tates re-training and thereby achieves worse classification
errors (2.98% worse top-1), while Grad-CAM does not com-
promise on classification performance.

Classification Localization
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Backprop [51] 30.38 10.89 61.12 51.46
c-MWP [58] 30.38 10.89 70.92 63.04
Grad-CAM (ours) 30.38 10.89 56.51 46.41

CAM [59] 33.40 12.20 57.20 45.14
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Grad-CAM (ours) 44.2 20.8 68.3 56.6
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et Grad-CAM (ours) 31.9 11.3 60.09 49.34
CAM [59] 31.9 11.3 60.09 49.34

Table 1: Classification and localization error % on ILSVRC-15 val
(lower is better) for VGG-16, AlexNet and GoogleNet. We see that
Grad-CAM achieves superior localization errors without compromising
on classification performance.

4.2 Weakly-supervised Segmentation

Semantic segmentation involves the task of assigning each
pixel in the image an object class (or background class). Be-

Image reproduced under fair use from 
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ing a challenging task, this requires expensive pixel-level
annotation. The task of weakly-supervised segmentation in-
volves segmenting objects with just image-level annotation,
which can be obtained relatively cheaply from image classi-
fication datasets. In recent work, Kolesnikov et al. [32] in-
troduced a new loss function for training weakly-supervised
image segmentation models. Their loss function is based on
three principles – 1) to seed with weak localization cues,
encouraging segmentation network to match these cues, 2)
to expand object seeds to regions of reasonable size based on
information about which classes can occur in an image, 3) to
constrain segmentations to object boundaries that alleviates
the problem of imprecise boundaries already at training time.
They showed that their proposed loss function, consisting of
the above three losses leads to better segmentation.
However, their algorithm is sensitive to the choice of weak
localization seed, without which the network fails to localize
objects correctly. In their work, they used CAM maps from a
VGG-16 based network which are used as object seeds for
weakly localizing foreground classes. We replaced the CAM
maps with Grad-CAM obtained from a standard VGG-16
network and obtain a Intersection over Union (IoU) score of
49.6 (compared to 44.6 obtained with CAM) on the PASCAL
VOC 2012 segmentation task. Fig. 4 shows some qualitative
results.

Fig. 4: PASCAL VOC 2012 Segmentation results with Grad-CAM as
seed for SEC [32].

4.3 Pointing Game

Zhang et al. [58] introduced the Pointing Game experiment
to evaluate the discriminativeness of different visualization
methods for localizing target objects in scenes. Their eval-
uation protocol first cues each visualization technique with
the ground-truth object label and extracts the maximally acti-
vated point on the generated heatmap. It then evaluates if the
point lies within one of the annotated instances of the target
object category, thereby counting it as a hit or a miss.
The localization accuracy is then calculated as
Acc = #Hits

#Hits+#Misses
. However, this evaluation only mea-

sures precision of the visualization technique. We modify the
protocol to also measure recall – we compute localization

maps for top-5 class predictions from the CNN classifiers4

and evaluate them using the pointing game setup with an
additional option to reject any of the top-5 predictions from
the model if the maximally activated point in the map is
below a threshold, i.e. if the visualization correctly rejects
the predictions which are absent from the ground-truth cat-
egories, it gets that as a hit. We find that Grad-CAM out-
performs c-MWP [58] by a significant margin (70.58% vs.
60.30%). Qualitative examples comparing c-MWP [58] and
Grad-CAM on can be found in Sec. D5.

5 Evaluating Visualizations

In this section, we describe the human studies and exper-
iments we conducted to understand the interpretability vs.
faithfulness tradeoff of our approach to model predictions.
Our first human study evaluates the main premise of our
approach – are Grad-CAM visualizations more class discrim-
inative than previous techniques? Having established that, we
turn to understanding whether it can lead an end user to trust
the visualized models appropriately. For these experiments,
we compare VGG-16 and AlexNet finetuned on PASCAL
VOC 2007 train and visualizations evaluated on val.

5.1 Evaluating Class Discrimination

In order to measure whether Grad-CAM helps distinguish be-
tween classes, we select images from the PASCAL VOC 2007
val set, which contain exactly 2 annotated categories and cre-
ate visualizations for each one of them. For both VGG-16 and
AlexNet CNNs, we obtain category-specific visualizations
using four techniques: Deconvolution, Guided Backpropa-
gation, and Grad-CAM versions of each of these methods
(Deconvolution Grad-CAM and Guided Grad-CAM). We
show these visualizations to 43 workers on Amazon Mechan-
ical Turk (AMT) and ask them “Which of the two object
categories is depicted in the image?” (shown in Fig. 5).
Intuitively, a good prediction explanation is one that pro-
duces discriminative visualizations for the class of interest.
The experiment was conducted using all 4 visualizations
for 90 image-category pairs (i.e. 360 visualizations); 9 rat-
ings were collected for each image, evaluated against the
ground truth and averaged to obtain the accuracy in Table. 2.
When viewing Guided Grad-CAM, human subjects can cor-
rectly identify the category being visualized in 61.23% of
cases (compared to 44.44% for Guided Backpropagation;
thus, Grad-CAM improves human performance by 16.79%).
Similarly, we also find that Grad-CAM helps make Deconvo-
lution more class-discriminative (from 53.33% ! 60.37%).
Guided Grad-CAM performs the best among all methods.

4 We use GoogLeNet finetuned on COCO, as provided by [58].
5 c-MWP [58] highlights arbitrary regions for predicted but non-

existent categories, unlike Grad-CAM maps which typically do not.

Image reproduced under fair use from 
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(a) Raw input image. Note that this is not a
part of the tasks (b) and (c)

(b) AMT interface for evaluating the class-
discriminative property (c) AMT interface for evaluating if our visualizations instill trust in an end user

Fig. 5: AMT interfaces for evaluating different visualizations for class discrimination (b) and trustworthiness (c). Guided Grad-CAM outperforms
baseline approaches (Guided-backprop and Deconvolution) showing that our visualizations are more class-discriminative and help humans place
trust in a more accurate classifier.

Interestingly, our results indicate that Deconvolution is more
class-discriminative than Guided Backpropagation (53.33%
vs. 44.44%), although Guided Backpropagation is more aes-
thetically pleasing. To the best of our knowledge, our evalua-
tions are the first to quantify this subtle difference.

Method Human Classification
Accuracy

Relative Reli-
ability

Rank Correlation w/
Occlusion

Guided Backpropagation 44.44 +1.00 0.168
Guided Grad-CAM 61.23 +1.27 0.261

Table 2: Quantitative Visualization Evaluation. Guided Grad-CAM
enables humans to differentiate between visualizations of different
classes (Human Classification Accuracy) and pick more reliable models
(Relative Reliability). It also accurately reflects the behavior of the
model (Rank Correlation w/ Occlusion).

5.2 Evaluating Trust

Given two prediction explanations, we evaluate which seems
more trustworthy. We use AlexNet and VGG-16 to compare
Guided Backpropagation and Guided Grad-CAM visualiza-
tions, noting that VGG-16 is known to be more reliable than
AlexNet with an accuracy of 79.09 mAP (vs. 69.20 mAP) on
PASCAL classification. In order to tease apart the efficacy of
the visualization from the accuracy of the model being visu-
alized, we consider only those instances where both models
made the same prediction as ground truth. Given a visualiza-
tion from AlexNet and one from VGG-16, and the predicted
object category, 54 AMT workers were instructed to rate the
reliability of the models relative to each other on a scale of
clearly more/less reliable (+/-2), slightly more/less reliable
(+/-1), and equally reliable (0). This interface is shown in
Fig. 5. To eliminate any biases, VGG-16 and AlexNet were
assigned to be ‘model-1’ with approximately equal proba-
bility. Remarkably, as can be seen in Table. 2, we find that
human subjects are able to identify the more accurate classi-
fier (VGG-16 over AlexNet) simply from the prediction ex-
planations, despite both models making identical predictions.
With Guided Backpropagation, humans assign VGG-16 an

average score of 1.00 which means that it is slightly more
reliable than AlexNet, while Guided Grad-CAM achieves a
higher score of 1.27 which is closer to saying that VGG-16 is
clearly more reliable. Thus, our visualizations can help users
place trust in a model that generalizes better, just based on
individual prediction explanations.

5.3 Faithfulness vs. Interpretability

Faithfulness of a visualization to a model is its ability to ac-
curately explain the function learned by the model. Naturally,
there exists a trade-off between the interpretability and faith-
fulness of a visualization – a more faithful visualization is
typically less interpretable and vice versa. In fact, one could
argue that a fully faithful explanation is the entire descrip-
tion of the model, which in the case of deep models is not
interpretable/easy to visualize. We have verified in previous
sections that our visualizations are reasonably interpretable.
We now evaluate how faithful they are to the underlying
model. One expectation is that our explanations should be
locally accurate, i.e. in the vicinity of the input data point,
our explanation should be faithful to the model [47].
For comparison, we need a reference explanation with high
local-faithfulness. One obvious choice for such a visualiza-
tion is image occlusion [57], where we measure the differ-
ence in CNN scores when patches of the input image are
masked. Interestingly, patches which change the CNN score
are also patches to which Grad-CAM and Guided Grad-CAM
assign high intensity, achieving rank correlation 0.254 and
0.261 (vs. 0.168, 0.220 and 0.208 achieved by Guided Back-
propagation, c-MWP and CAM respectively) averaged over
2510 images in the PASCAL 2007 val set. This shows that
Grad-CAM is more faithful to the original model compared
to prior methods. Through localization experiments and hu-
man studies, we see that Grad-CAM visualizations are more
interpretable, and through correlation with occlusion maps,
we see that Grad-CAM is more faithful to the model.
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baseline approaches (Guided-backprop and Deconvolution) showing that our visualizations are more class-discriminative and help humans place
trust in a more accurate classifier.

Interestingly, our results indicate that Deconvolution is more
class-discriminative than Guided Backpropagation (53.33%
vs. 44.44%), although Guided Backpropagation is more aes-
thetically pleasing. To the best of our knowledge, our evalua-
tions are the first to quantify this subtle difference.

Method Human Classification
Accuracy

Relative Reli-
ability

Rank Correlation w/
Occlusion

Guided Backpropagation 44.44 +1.00 0.168
Guided Grad-CAM 61.23 +1.27 0.261

Table 2: Quantitative Visualization Evaluation. Guided Grad-CAM
enables humans to differentiate between visualizations of different
classes (Human Classification Accuracy) and pick more reliable models
(Relative Reliability). It also accurately reflects the behavior of the
model (Rank Correlation w/ Occlusion).

5.2 Evaluating Trust

Given two prediction explanations, we evaluate which seems
more trustworthy. We use AlexNet and VGG-16 to compare
Guided Backpropagation and Guided Grad-CAM visualiza-
tions, noting that VGG-16 is known to be more reliable than
AlexNet with an accuracy of 79.09 mAP (vs. 69.20 mAP) on
PASCAL classification. In order to tease apart the efficacy of
the visualization from the accuracy of the model being visu-
alized, we consider only those instances where both models
made the same prediction as ground truth. Given a visualiza-
tion from AlexNet and one from VGG-16, and the predicted
object category, 54 AMT workers were instructed to rate the
reliability of the models relative to each other on a scale of
clearly more/less reliable (+/-2), slightly more/less reliable
(+/-1), and equally reliable (0). This interface is shown in
Fig. 5. To eliminate any biases, VGG-16 and AlexNet were
assigned to be ‘model-1’ with approximately equal proba-
bility. Remarkably, as can be seen in Table. 2, we find that
human subjects are able to identify the more accurate classi-
fier (VGG-16 over AlexNet) simply from the prediction ex-
planations, despite both models making identical predictions.
With Guided Backpropagation, humans assign VGG-16 an

average score of 1.00 which means that it is slightly more
reliable than AlexNet, while Guided Grad-CAM achieves a
higher score of 1.27 which is closer to saying that VGG-16 is
clearly more reliable. Thus, our visualizations can help users
place trust in a model that generalizes better, just based on
individual prediction explanations.

5.3 Faithfulness vs. Interpretability

Faithfulness of a visualization to a model is its ability to ac-
curately explain the function learned by the model. Naturally,
there exists a trade-off between the interpretability and faith-
fulness of a visualization – a more faithful visualization is
typically less interpretable and vice versa. In fact, one could
argue that a fully faithful explanation is the entire descrip-
tion of the model, which in the case of deep models is not
interpretable/easy to visualize. We have verified in previous
sections that our visualizations are reasonably interpretable.
We now evaluate how faithful they are to the underlying
model. One expectation is that our explanations should be
locally accurate, i.e. in the vicinity of the input data point,
our explanation should be faithful to the model [47].
For comparison, we need a reference explanation with high
local-faithfulness. One obvious choice for such a visualiza-
tion is image occlusion [57], where we measure the differ-
ence in CNN scores when patches of the input image are
masked. Interestingly, patches which change the CNN score
are also patches to which Grad-CAM and Guided Grad-CAM
assign high intensity, achieving rank correlation 0.254 and
0.261 (vs. 0.168, 0.220 and 0.208 achieved by Guided Back-
propagation, c-MWP and CAM respectively) averaged over
2510 images in the PASCAL 2007 val set. This shows that
Grad-CAM is more faithful to the original model compared
to prior methods. Through localization experiments and hu-
man studies, we see that Grad-CAM visualizations are more
interpretable, and through correlation with occlusion maps,
we see that Grad-CAM is more faithful to the model.

Image reproduced under fair use from 
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Evaluating Trust
• Given two attributions, which one is 

more trustworthy?
• AlexNet and VGG-16 
• VGG-16 mean Average Precision 79.09
• AlexNet mAP 69.20 on PASCAL. 

• Focus only on images where both 
models were correct
• 54 AMT workers rate reliability
• clearly more/less reliable (+/-2), 
• slightly more/less reliable (+/-1),
• equally reliable (0).
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tion from AlexNet and one from VGG-16, and the predicted
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argue that a fully faithful explanation is the entire descrip-
tion of the model, which in the case of deep models is not
interpretable/easy to visualize. We have verified in previous
sections that our visualizations are reasonably interpretable.
We now evaluate how faithful they are to the underlying
model. One expectation is that our explanations should be
locally accurate, i.e. in the vicinity of the input data point,
our explanation should be faithful to the model [47].
For comparison, we need a reference explanation with high
local-faithfulness. One obvious choice for such a visualiza-
tion is image occlusion [57], where we measure the differ-
ence in CNN scores when patches of the input image are
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assign high intensity, achieving rank correlation 0.254 and
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class-discriminative than Guided Backpropagation (53.33%
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model (Rank Correlation w/ Occlusion).
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AlexNet with an accuracy of 79.09 mAP (vs. 69.20 mAP) on
PASCAL classification. In order to tease apart the efficacy of
the visualization from the accuracy of the model being visu-
alized, we consider only those instances where both models
made the same prediction as ground truth. Given a visualiza-
tion from AlexNet and one from VGG-16, and the predicted
object category, 54 AMT workers were instructed to rate the
reliability of the models relative to each other on a scale of
clearly more/less reliable (+/-2), slightly more/less reliable
(+/-1), and equally reliable (0). This interface is shown in
Fig. 5. To eliminate any biases, VGG-16 and AlexNet were
assigned to be ‘model-1’ with approximately equal proba-
bility. Remarkably, as can be seen in Table. 2, we find that
human subjects are able to identify the more accurate classi-
fier (VGG-16 over AlexNet) simply from the prediction ex-
planations, despite both models making identical predictions.
With Guided Backpropagation, humans assign VGG-16 an

average score of 1.00 which means that it is slightly more
reliable than AlexNet, while Guided Grad-CAM achieves a
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argue that a fully faithful explanation is the entire descrip-
tion of the model, which in the case of deep models is not
interpretable/easy to visualize. We have verified in previous
sections that our visualizations are reasonably interpretable.
We now evaluate how faithful they are to the underlying
model. One expectation is that our explanations should be
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are also patches to which Grad-CAM and Guided Grad-CAM
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propagation, c-MWP and CAM respectively) averaged over
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Fig. 5: AMT interfaces for evaluating different visualizations for class discrimination (b) and trustworthiness (c). Guided Grad-CAM outperforms
baseline approaches (Guided-backprop and Deconvolution) showing that our visualizations are more class-discriminative and help humans place
trust in a more accurate classifier.

Interestingly, our results indicate that Deconvolution is more
class-discriminative than Guided Backpropagation (53.33%
vs. 44.44%), although Guided Backpropagation is more aes-
thetically pleasing. To the best of our knowledge, our evalua-
tions are the first to quantify this subtle difference.
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Table 2: Quantitative Visualization Evaluation. Guided Grad-CAM
enables humans to differentiate between visualizations of different
classes (Human Classification Accuracy) and pick more reliable models
(Relative Reliability). It also accurately reflects the behavior of the
model (Rank Correlation w/ Occlusion).

5.2 Evaluating Trust

Given two prediction explanations, we evaluate which seems
more trustworthy. We use AlexNet and VGG-16 to compare
Guided Backpropagation and Guided Grad-CAM visualiza-
tions, noting that VGG-16 is known to be more reliable than
AlexNet with an accuracy of 79.09 mAP (vs. 69.20 mAP) on
PASCAL classification. In order to tease apart the efficacy of
the visualization from the accuracy of the model being visu-
alized, we consider only those instances where both models
made the same prediction as ground truth. Given a visualiza-
tion from AlexNet and one from VGG-16, and the predicted
object category, 54 AMT workers were instructed to rate the
reliability of the models relative to each other on a scale of
clearly more/less reliable (+/-2), slightly more/less reliable
(+/-1), and equally reliable (0). This interface is shown in
Fig. 5. To eliminate any biases, VGG-16 and AlexNet were
assigned to be ‘model-1’ with approximately equal proba-
bility. Remarkably, as can be seen in Table. 2, we find that
human subjects are able to identify the more accurate classi-
fier (VGG-16 over AlexNet) simply from the prediction ex-
planations, despite both models making identical predictions.
With Guided Backpropagation, humans assign VGG-16 an

average score of 1.00 which means that it is slightly more
reliable than AlexNet, while Guided Grad-CAM achieves a
higher score of 1.27 which is closer to saying that VGG-16 is
clearly more reliable. Thus, our visualizations can help users
place trust in a model that generalizes better, just based on
individual prediction explanations.

5.3 Faithfulness vs. Interpretability

Faithfulness of a visualization to a model is its ability to ac-
curately explain the function learned by the model. Naturally,
there exists a trade-off between the interpretability and faith-
fulness of a visualization – a more faithful visualization is
typically less interpretable and vice versa. In fact, one could
argue that a fully faithful explanation is the entire descrip-
tion of the model, which in the case of deep models is not
interpretable/easy to visualize. We have verified in previous
sections that our visualizations are reasonably interpretable.
We now evaluate how faithful they are to the underlying
model. One expectation is that our explanations should be
locally accurate, i.e. in the vicinity of the input data point,
our explanation should be faithful to the model [47].
For comparison, we need a reference explanation with high
local-faithfulness. One obvious choice for such a visualiza-
tion is image occlusion [57], where we measure the differ-
ence in CNN scores when patches of the input image are
masked. Interestingly, patches which change the CNN score
are also patches to which Grad-CAM and Guided Grad-CAM
assign high intensity, achieving rank correlation 0.254 and
0.261 (vs. 0.168, 0.220 and 0.208 achieved by Guided Back-
propagation, c-MWP and CAM respectively) averaged over
2510 images in the PASCAL 2007 val set. This shows that
Grad-CAM is more faithful to the original model compared
to prior methods. Through localization experiments and hu-
man studies, we see that Grad-CAM visualizations are more
interpretable, and through correlation with occlusion maps,
we see that Grad-CAM is more faithful to the model.

Image reproduced 
under fair use 

from 
https://arxiv.org/p
df/1610.02391.pdf
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Faithfulness
• Select a reference explanation with high “faithfulness” near the input
• image occlusion

• X = Patches that affect CNN score
• Y = Patches that have high Grad-CAM and Guided Grad-CAM
• X and Y are correlated: 0.261
• 2510 images from the PASCAL 2007 validation set.
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Fig. 5: AMT interfaces for evaluating different visualizations for class discrimination (b) and trustworthiness (c). Guided Grad-CAM outperforms
baseline approaches (Guided-backprop and Deconvolution) showing that our visualizations are more class-discriminative and help humans place
trust in a more accurate classifier.

Interestingly, our results indicate that Deconvolution is more
class-discriminative than Guided Backpropagation (53.33%
vs. 44.44%), although Guided Backpropagation is more aes-
thetically pleasing. To the best of our knowledge, our evalua-
tions are the first to quantify this subtle difference.
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Table 2: Quantitative Visualization Evaluation. Guided Grad-CAM
enables humans to differentiate between visualizations of different
classes (Human Classification Accuracy) and pick more reliable models
(Relative Reliability). It also accurately reflects the behavior of the
model (Rank Correlation w/ Occlusion).

5.2 Evaluating Trust
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Guided Backpropagation and Guided Grad-CAM visualiza-
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AlexNet with an accuracy of 79.09 mAP (vs. 69.20 mAP) on
PASCAL classification. In order to tease apart the efficacy of
the visualization from the accuracy of the model being visu-
alized, we consider only those instances where both models
made the same prediction as ground truth. Given a visualiza-
tion from AlexNet and one from VGG-16, and the predicted
object category, 54 AMT workers were instructed to rate the
reliability of the models relative to each other on a scale of
clearly more/less reliable (+/-2), slightly more/less reliable
(+/-1), and equally reliable (0). This interface is shown in
Fig. 5. To eliminate any biases, VGG-16 and AlexNet were
assigned to be ‘model-1’ with approximately equal proba-
bility. Remarkably, as can be seen in Table. 2, we find that
human subjects are able to identify the more accurate classi-
fier (VGG-16 over AlexNet) simply from the prediction ex-
planations, despite both models making identical predictions.
With Guided Backpropagation, humans assign VGG-16 an

average score of 1.00 which means that it is slightly more
reliable than AlexNet, while Guided Grad-CAM achieves a
higher score of 1.27 which is closer to saying that VGG-16 is
clearly more reliable. Thus, our visualizations can help users
place trust in a model that generalizes better, just based on
individual prediction explanations.

5.3 Faithfulness vs. Interpretability

Faithfulness of a visualization to a model is its ability to ac-
curately explain the function learned by the model. Naturally,
there exists a trade-off between the interpretability and faith-
fulness of a visualization – a more faithful visualization is
typically less interpretable and vice versa. In fact, one could
argue that a fully faithful explanation is the entire descrip-
tion of the model, which in the case of deep models is not
interpretable/easy to visualize. We have verified in previous
sections that our visualizations are reasonably interpretable.
We now evaluate how faithful they are to the underlying
model. One expectation is that our explanations should be
locally accurate, i.e. in the vicinity of the input data point,
our explanation should be faithful to the model [47].
For comparison, we need a reference explanation with high
local-faithfulness. One obvious choice for such a visualiza-
tion is image occlusion [57], where we measure the differ-
ence in CNN scores when patches of the input image are
masked. Interestingly, patches which change the CNN score
are also patches to which Grad-CAM and Guided Grad-CAM
assign high intensity, achieving rank correlation 0.254 and
0.261 (vs. 0.168, 0.220 and 0.208 achieved by Guided Back-
propagation, c-MWP and CAM respectively) averaged over
2510 images in the PASCAL 2007 val set. This shows that
Grad-CAM is more faithful to the original model compared
to prior methods. Through localization experiments and hu-
man studies, we see that Grad-CAM visualizations are more
interpretable, and through correlation with occlusion maps,
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Conclusions 
• New class-discriminative localization technique for any CNN
• Gradient-weighted Class Activation Mapping (Grad-CAM)

• Grad-CAM combined with high- resolution visualization 
• Outperform for interpretability and faithfulness
• Human studies
• discriminate more accurately, 
• better expose trustworthiness

• Future work 
• reinforcement learning
• natural language processing
• video applications
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