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Motivation How to Ensure High Result Integrity for Pig?

« How do we construct big data analytics Transtorm the Pig Latin script to change the plan

infrastructure on the cloud that can provide high * Stepl: Split an existing map task into two/more
integrity assurance? substitute tasks whose input data overlap.

e Step 2: Transform the reduce task to check an
invariant: that the output of the substitute tasks

Our Focus ks ETL | g peporting || ROBM agree on the part corresponding to the overlapped
o = input.
Application Layer e 7
Distributed
MapR.educe Layer - HBRASE
Integrity Detebass whis Roes -- Script 1: GROUP data in houred.txt by hour
At the bess s 8 Se¥- | raw_data = LOAD './houred.txt' USING PigStorage('\t")
Storage Layer "atorage sysism. Hadoop Distributed File System AS (user, hour, query):
Integrity (HDFS) result = GROUP raw_data BY hour;
| dump result;

* Research goal: design and implement an
integrity assurance framework for Apache Pig.

-- Script 2: invariant check 1s enforced
register ./tutorial.jar; Step 1

raw_data = LOAD './houred.txt' USING PigStorage('\t')
AS (user, hour, query);

What IS ApaChe Plg? part]l = FILTER raw_data BY hour>=12;
. o o . part2 = FILTER raw_data BY hour<=12;
* Pig Latin 1s a scripting language designed to result = COGRUP partl BY hour, part2 BY hour;
mimic the declarative style of SQL. The B T e Step 2
. group, org.apache.pig.tutorial.CheckInvariant($1,$2);
accompanying system, Pig, can compile Pig
Latin scripts into physical plans that are e Transformed MapReduce Plan
executed over Hadoop MapReduce.
¢ Sample Plg [atin SCI‘lpt LOAD1 LOAD2
4 ¢ Map Tasks and the
-- Script 1: GROUP data in houred.txt by l}our FILTERD FILTER2 shuffle are
raw_data = LOAD "./houred.txt' USING PigStorage('\t') o . performed on
AS (USGL hOllI', query); REARRANGE REARRANGE untrusted WOrkerS.
result = GROUP raw data BY hour; | i
dump I'E:Slll'[; MAP1 MAP2
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