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Overview

Goal: Support for large-scale, distributed
biomedical applications on computational Grids
• Network/Grid computing model
• Data access at variable granularities
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Overview
Challenge: High performance and seamless data 
management
Contribution: The integration of Light Scattering 
Spectroscopy (LSS) analysis with Grid Virtual File 
System (GVFS)
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Outline

Background
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Summary
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Light Scattering Spectroscopy (LSS) [1][2]

Probes the structure of living cells without tissue removal
Helps in non-invasive detection of precancerous changes in 
human epithelium
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LSS Analysis

Obtains parameters (size and refractive index) from spectrum
Approximated using lookup on Mie-theory spectra database
High accuracy => large database, intensive computation
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Database Generation

Databases of LSS spectra over a range of diameters, 
diameter deviations, refractive indices are generated.
The Mie function output file is normalized and 
appended as a record to the database.
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Database Generation in Parallel
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LSS Analysis in Parallel

Parallelized across 
database records
• Large database size
• Fit into cache

MPI for coordination
• Master-slave strategy

File system I/O for 
access of databases
• Simplifies 

programming
• Exploits GVFS 

support
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Integration with Grids
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Grid Virtual File System (GVFS)

NFS
server
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Logical user accounts [3] and Virtual file system [4]

• NFS call forwarding via middle tier user-level proxy
• On-demand, partial, user-transparent data transfer

Performance: client-side proxy disk caching
Security: SSH tunneling of RPC connections and 
cross-domain session-key based authentication
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GVFS Support for LSS

File I/O across wide area environment
• Simplifies programming, reduces communications
• User transparent, cross-domain data access

Network latency hiding by disk caching
• Exploits temporal locality of databases across LSS runs
• Employs write-back to hide write latency and avoids transfer 

of temporary data
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GVFS Support for LSS

On-demand data access at variable granularity
• Fast response: sampling down databases
• High accuracy: large databases

Private data access via encrypted data channels
• SSH tunneling
• Inter-proxy session-key authentication
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Integration with Grids
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Database Generation Results

Databases are stored in Local disk, LAN and WAN data servers
Proxy disk cache is disabled (WAN), or enabled with write-back 
policy (WAN+Cache)
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LSS Analysis Results

Databases are stored in Local disk, LAN and WAN data servers
Proxy disk cache is disabled (WAN) or enabled (WAN+Cache)

LSS Analysis SpeedUp Curve
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Variable Granularity

Low accuracy analysis by sampling down the databases
A sampling interval of “n” indicates that “n” records are skipped 
before reading another record in the database

18561522.93440

36223232.91620

68944322.90210

146627002.95

146667932.8991

Number of BlocksTime (seconds)LSS ErrorSampling Interval

Least-square error, WAN execution time and number of NFS 
data blocks transfers for database sampling with 16 nodes
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Integration with In-VIGO

Facilities:
•Upload files
• Import 

examples
•Generate 

database
•Execute LSS
•PDF outputs
•File manager

In-VIGO [5]: Virtualization middleware for computational Grids
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Related Work

GEMSS (Grid Enabled Medical Simulation Services) [6]

• Grid middleware which provides grid services for medical 
applications

• Mainly focuses on the computational services for the 
applications

ARAMIS (A remote Access Medical Imaging System) [7]

• Provides an object-based user interface 
• ARAMIS propose two levels of network: 

• High-speed, fast-access network to support transport of 
large volumes of data (between databases and servers) 

• Low bandwidth network for transport between the servers to 
user’s workstation
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Conclusions

A case study for integration of biomedical 
applications with Grid environments
• Light Scattering Spectroscopy application 

deployed in network/Grid computing model
• Computational/synchronization requirements 

addressed using MPI
• Communication requirements are met by the 

use of Grid Virtual File System
• Variable granularity
• Performance
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Ongoing and Future Work

Collaboration with Northwestern University 
Biomedical Engineering

Experiments with actual tissue data 

Interface improvements based on user 
feedback

Integration with data collection at LSS 
instruments
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Experimental Evaluation
Image
• Polystyrene beads 

suspended in water
• Diameter= 5.8um 
• Diameter Deviation= 

0.02um
Generated databases
• Diameter : 5.65um to 

5.97um in 0.0005um steps
• Diameter Deviation : 

0.005um to 2.5um in steps 
of 0.005um

• Refractive Index (0)
LSS analysis best fit 

• Diameter= 5.796um
• Diameter deviation= 

0.025um
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LSS Image
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Database Format
100 #Represents the number of records in the database
400 700 1 #Represents the minimum, maximum and step wavelengths
-5 5 #Represents the minimum and maximum scattering angle
0 #Represents the azimuth angle
1 #Represents the distribution 
1.334 #Represents the refractive index of the medium
2 #Represents the width of data points

5.6 0.02 1.1 #Represents the diameter, diameter deviation and refractive 
index of the first record

400 0.57 #Represents the various data points for the record
401 0.67

---
---

550 1.00
---
---

699 1.3
700 0.8
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Computational Requirements
Storage requirements
• Database requires TBytes of storage

• Diameter : 0.1um to 20um in steps of 0.005um
• Diameter Deviation :0.1um to 5um in 0.005um steps 
• Refractive Index : 1.02 to 1.1 in steps of 0.0005  

Processing requirements
• High accuracy analysis requires Peta-order 

number of operations

Solution : Parallel computing on workstation 
clusters using MPI
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Execution Times (seconds) for LSS Analysis
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Execution Times (seconds) for Database Generation
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